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ABSTRACT

Change detection involves extracting the changed regions
from images taken of the same place at different times. Po-
tential applications are automatically updating of HD maps
or identifying damages caused by natural disasters. How-
ever, conventional change detection methods merely detect
changed regions without classifying them. In this paper,
we propose a change detection method that can estimate
the object class of a changed region. Our method extends
a U-Net as a multi-task learning framework and estimates
changed regions and semantic segmentation simultaneously.
We propose using the pixel-wise classification probabilities of
semantic segmentation for detecting changed regions rather
than the conventional L2 norm-based difference of feature
maps. In our experiments, we show that our method can im-
prove change detection performance and estimate the classes
of corresponding changed objects.

Index Terms— Change Detection, Semantic Segmenta-
tion, Multi-task Learning

1. INTRODUCTION

Change detection is an important task in the field of com-
puter vision, which has been widely investigated due to its
potential for various applications such as automatically up-
dating high definition (HD) maps and identifying damage sit-
uations caused by natural disasters. We input two images of
the same place at different times for a change detection model
to estimate the changed regions. In identifying damage situa-
tions after natural disasters, to restore facilities and buildings
damaged by natural disasters, it is necessary to quickly iden-
tify the damaged areas. The recent development of in-vehicle
cameras and drones equipped with cameras have enabled us
to take wide range of images, making it easier to collect large-
scale data in an urban setting. This makes it easy to identify
the affected area and can respond quickly, but it takes human
cost to select the necessary data from a huge amount of data.

Previously proposed methods [1, 2, 3, 4, 5] provide detec-
tion results as class labels or confidence values pixel-wisely.
The aforementioned application requires class information of

changed region. It is necessary to categorize changed objects
or regions to automatically update HD maps. Also, provid-
ing the changed object category can further accelerate the
quick identification of damaged regions after natural disas-
ter. Therefore, understanding the semantics of the changed
regions is expected to be beneficial for these applications.

In this paper, we propose a change detection method that
can estimate the object class of a changed region. The pro-
posed method consists of a U-Net that has been expanded to a
multi-task learning framework. The decoder of the proposed
method is split into branches for change detection and seman-
tic segmentation tasks. Hence, we can obtain change detec-
tion and semantic segmentation results simultaneously. The
proposed network is trained by using a loss function calcu-
lated by the weighted losses of change detection and semantic
segmentation. To attain more robust change detection for en-
vironmental changes such as changes in viewpoint and light-
ing, we evaluate the accuracy of two detection methods based
on (i) the differences of feature maps and (ii) the semantic
segmentation probabilities. Moreover, to train and evaluate
the proposed method, we build semantic segmentation labels
for a panoramic change detection (PCD) dataset [6]. The ex-
perimental results show that our network can improve change
detection performances.

2. RELATED WORK

In this section, we briefly introduce the conventional change
detection methods.

2.1. CNN features and superpixel segmentation based
change detection

Sakurada et al. [6] proposed a CNN-based change detection
method that is based on a VGG16 network [7]. This method
consists of the following three steps. In the first step, images
are split into grid cells and each cell is input into a VGG16
network trained by ImageNet dataset [8]. The use of split
grid cells can make the detection more robust to small dis-
placements between a pair of images. Then, the dissimilarity
for each grid is computed by using features extracted by the
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Fig. 1. Network structures of proposed method with classification probabilities of semantic segmentation

VGG16 network. In the second step, a superpixel segmenta-
tion [9] is introduced in order to detect the changed regions
precisely. The superpixels are estimated for two input im-
ages and the dissimilarities of each superpixel are computed
by using the grid dissimilarities. Then, a dissimilarity map
is computed from the dissimilarities obtained for each super-
pixel. In the final step, the change detection results derived
from the images of the sky and ground regions, e.g. clouds
or lighting changes, are removed. A scene parsing method is
used to estimate the sky and ground regions [10].

2.2. SSCDNet

The previously developed silhouette-based semantic change
detection network (SSCDNet) [11] is largely similar to our
proposed method. The SSCDNet is a method for simultane-
ously detecting changed regions and estimating the class of
the changed object. This method consists of two networks: a
correlated Siamese change detection network (CSCDNet) that
detects changed region from an image pair, and an SSCD-
Net, which uses the change detection results obtained from
the CSCDNet and estimates the object class of the detected
region. These networks are based on a U-Net architecture
[12, 13]. This method trains a CSCDNet to detect a changed
region and uses the trained CSCDNet to obtain a change prob-
ability mask. The change probability mask is created from the
change probability at each pixel. Then, the image pair and
the change probability mask are input into the SSCDNet and
the class of the changed region is estimated. The SSCDNet
simultaneously trains the relationship between input images,
change probability, and semantic segmentation, enabling us
to provide the change detection region with the correspond-
ing object class.

3. PROPOSED METHOD

Herein, we describe the details of the proposed method.

3.1. Multi-task U-Net

As shown in Fig. 1, our method consists of three modules: an
encoder, semantic decoder, and dissimilarity decoder. The
architecture of the decoder is the same as that of the con-
ventional U-Net. The semantic decoder outputs the result
of semantic segmentation and the dissimilarity decoder de-
tects the changed region. Note that the decoders are indepen-
dent and do not share network weights. Because two tasks
are performed with a single network by a multi-task learning
framework, the network is smaller than when using indepen-
dent networks for each task. The multi-task U-Net inputs a
pair of images taken at the same place at the different times.
To train the network, we calculate the loss computed by the
weighted sum of losses for each task. By training the network
with multi-task learning, change detection performances can
be improved.

3.2. Semantic Decoder

The semantic decoder outputs segmentation results using the
feature map obtained from the encoder. We use cross entropy
loss for the loss function of the segmentation task, as with
conventional U-Net.

3.3. Dissimilarity Decoder

The dissimilarity decoder detects the changed regions from
a pair of input images. The decoder architecture is similar
to the aforementioned Semantic Decoder. We input feature
maps obtained from the encoder. To recognize the boundary
between objects, we concatenate the feature maps obtained
from the encoder that corresponds in size to the decoder. The
output feature map is fed into the softmax layer to obtain the
pixel-wise probability of change detection.



3.4. Training

We train the network in an end-to-end manner. The loss func-
tion for training is computed by adding the losses of the se-
mantic decoder LSeg and the dissimilarity decoder LDiff ,
which is defined as follows:

L = wSeg · LSeg + wDiff · LDiff , (1)

where wSeg and wDiff are scale parameters for balancing
loss and gradients for updating network parameters, respec-
tively. These parameters are decided manually, and we eval-
uate the segmentation and change detection accuracies over
different scale parameters in our experiment.

4. EXPERIMENT

In this section, we evaluate the performance of the proposed
method in terms of change detection and semantic segmenta-
tion. We also evaluate the performances by changing the scale
parameters of the loss function.

4.1. Dataset

We use a panoramic change detection (PCD) dataset [6]. The
PCD dataset consists of image pairs taken of a place dam-
aged by a tsunami in Japan. The dataset contains panoramic
image pairs and the ground truth indicating the changed re-
gion as a binary mask. The number of samples (image pairs)
are 100. However, the PCD dataset is only constructed for
change detection tasks; there is no ground truth for semantic
segmentation tasks, so we annotated segmentation labels. We
annotated images with the following eight classes: sky, road,
car, building, plant, bicycle, person, and other.

4.2. Experimental Settings

In the PCD dataset, we use 180 images (90 image pairs) for
training and 20 images (10 image pairs) for evaluation. Due
to the lack of training samples, we apply data augmentations
such as resize, image shift to horizontal axis, smoothing,
noise addition, flipping, contrast, and gamma conversions,
and we set the number of iterations to 100,000. Also, the
conditions are unified for all networks. However, CNN-feat,
which is one of the comparison methods, uses the trained
model of VGG16 and does not perform new training. In
addition, U-Net, which is used to delete erroneous detection
results, has the same conditions as other networks.

For evaluation metrics, we used the F1 score for the
change detection task, and global accuracy, class accuracy,
and mean IoU for the semantic segmentation task. To com-
pare the performance of the proposed method, we used the
following methods.
CNN-feat [6]: This method originally used geometric context
[10] to remove the change detection results of sky and road.

Table 1. F1 scores of proposed method with different scale
parameters

Params. Proposed method
wSeg wDiff Diff. Prob.
0.6 0.4 0.781 0.862
0.7 0.3 0.785 0.867
0.8 0.2 0.776 0.862
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Fig. 2. Results of change detection. (best viewed in color)

In our experiments, we substitute the results obtained from
the U-Net and remove incorrect detection results.
CSCDNet [11]: This method consists of CSCDNet for de-
tecting change regions and SSCDNet for estimating the ob-
ject class of the changed regions. We compare the change
detection accuracy of CSCDNet.
ChangeNet [14]: This method is a change detection method
based on the transfer learning approach. In our experiment,
since we use a dataset that detects only the changed region,
we treat it as a binary classification.
U-Net [12]: We use U-Net to compare semantic segmenta-
tion and change detection. We prepare and train the U-Net
for each task independently. For the change detection task,
we input a pair of images by concatenating images channel-
wisely and output the change detection result.
Proposed: Diff. indicates the method with the L2 norm-
based difference of feature map, and Prob. is the method
with class probability of semantic segmentation. For Diff., we
need to determine a threshold to decide the changed region.
Hence, we investigate an optimal threshold by changing the
threshold value from 0.1 to 0.9 at intervals of 0.1.

4.3. Results for different wDiff and wSeg

We first evaluate the performance of the proposed method by
changing scale parameters wDiff and wSeg. Table 1 shows
the F1 scores with different parameters. In Diff., the loss of



Table 2. Accuracies of change detection and semantic segmentation

Task Metric CNN-feat CSCDNet ChangeNet U-Net Proposed
Seg Diff Diff Prob

Change detection F1 score 0.723 0.859 0.82 0.585 0.833 0.794 ± 0.037 0.862 ± 0.003

Semantic
segmentation

Global accuracy - - - 92.06 - 90.15 ± 0.09 90.79 ± 0.07
Class accuracy - - - 68.71 - 65.84 ± 0.34 65.83 ± 0.28
Mean IoU - - - 59.93 - 56.17 ± 0.22 56.81 ± 0.17
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Fig. 3. Results of semantic segmentation. (best viewed in
color)

change detection tends to become larger than that of the seg-
mentation task. In case of Prob., the change detection task
can be assumed as a binary segmentation problem, which is
easier than an 8-class segmentation task. Because a large
wDiff decreases the segmentation performance, we do not
use a wDiff larger than 0.5. As shown in Table 1, the results
of wSeg = 0.7 and wProb = 0.3 were highest for both Diff.
and Seg. In the following experiments, we use these values to
train the proposed method.

4.4. Comparison of change detection results

Table 2 shows the scores of the change detection and seman-
tic segmentation tasks using each method. U-Net (Seg) repre-
sents the result with a U-Net trained for semantic segmenta-
tion tasks, and U-Net (Diff) represents change detection tasks.
To detect changed regions with U-Net (Seg), we split feature
maps obtained from U-Net into grids and compute the differ-
ences for each grid, which is similar to CNN-feat.

First, we evaluate the two proposed methods. The result
of the proposed (Prob) is higher than that of the proposed
(Diff). Our method (Proposed (Prob)) achieved the highest re-
sult. By extending U-Net to a multi-task learning framework,
the proposed method can acquire efficient features at the en-

coder. Although our method does not share decoder param-
eters, the change detection accuracy of our method is higher
than that of U-Net (Diff). The CSCDNet produced similar re-
sults to that of the proposed method. The CSCDNet requires
two networks for change detection and semantic segmenta-
tion, whereas our method can handle both tasks with a single
network. Fig. 2 shows the change detection results. The pro-
posed (Prob) successfully detects changed regions around the
boundaries of objects.

4.5. Comparison of semantic segmentation results

Next, we evaluate the performance of semantic segmentation.
From Table 2, U-Net (Seg), which is only trained for seman-
tic segmentation, achieved the highest accuracy for all met-
rics. Fig. 3 shows the segmentation results. The proposed
method estimates object classes as with U-Net. Although the
performance of the proposed method is quantitatively lower
than that of U-Net, the proposed method successfully esti-
mates objects such as debris, which are difficult to estimate.

5. CONCLUSION

In this paper, we proposed a method for change detection
while estimating semantic segmentation. Our method extends
a U-Net architecture to a multi-task learning framework. Fur-
thermore, we annotated semantic segmentation labels for the
PCD dataset. In the experiments, our method achieved the
highest results in the change detection tasks and successfully
detected the boundaries of changed regions. The results show
that multi-task learning with semantic segmentation improves
the accuracy of change detection. While we used a U-Net as a
base network, our method can potentially be applied to other
encoder-decoder networks, which we will investigate in a fu-
ture work. We also intend to further improve change detection
and segmentation accuracies by sharing the decoder and the
internal features.
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