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ABSTRACT
We propose a method for obtaining 3D gaze information using
inside-out camera. Such information on 3D gaze points can be use-
ful not only to clarify higher cognitive processes in humans but
also to reproduce the 3D shape of an object from eyeball move-
ment simply by gazing at the object as an extension of the visual
function. Using half-mirrors, an inside-out camera can capture a
person’s eyeball head-on and can capture the person’s visual field
from a position equivalent to that of the eyeball. Here, the relation-
ship between the gaze vector obtained from images of the eyeball
and the gaze point in images capturing the visual field is expressed
by a conversion equation. The 3D position of the gaze point can
then be estimated by using stereo constraints in two scene cameras.
In an evaluation experiment, the gaze point could be estimated with
an average error of about 15 pixels, and we also showed the 3D scan
path obtained by the proposed method from eyeball movement by
gazing at the object.

Categories and Subject Descriptors
I.2.10 [Vision and Scene Understanding]: 3D/stereo scene anal-
ysis

General Terms
MEASUREMENT
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1. INTRODUCTION
The human eye enables a person to instantly absorb information

and act accordingly. As a consequence, information on a person’s
gaze, which reveals what objects in the outside the world the person
is looking at, can be valuable in determining that person’s behav-
ioral intentions. Noton et al. discovered that similar scanpaths are
used when a person is shown the same object at different times[1].
Obtaining information on eye movement in this way can therefore
be expected to clarify higher cognitive processes in humans [2].
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Camera systems for detecting a person’s gaze have been com-
mercially available for some time. These systems have been used
for rehabilitation purposes in relation to impaired visual perception
functions, for comparing and evaluating the visual perception of
road signs, and for evaluating product usability [3, 4, 5, 6, 7]. Ad-
ditionally, the Aided Eyes system proposed by Ishiguro et al. uses
information on eye activity obtained by a sensor to augment hu-
man memory [8]. These commercialized gaze measurement equip-
ment consist of a camera for capturing the subject’s eyeball and a
scene camera for capturing the subject’s visual field. Due to struc-
tural considerations in camera installation, however, a scene camera
cannot be placed at the same position as the eyeball, which means
that the image obtained of the visual field is not the same as the
actual visual field. Another problem is that the eyeball cannot be
captured head-on when attempting to measure gaze from eyeball
images since that would obstruct the subject’s visual field.
In view of the above problems, we propose a method for ob-

taining 3D gaze information using inside-out camera. Using half-
mirrors, an inside-out camera can capture a person’s eyeball head-
on and can capture the person’s visual field from a position equiv-
alent to that of the eyeball. Here, the relationship between the gaze
vector obtained from images of the eyeball and the gaze point in
images capturing the visual field is expressed by a conversion equa-
tion. The 3D position of the gaze point can then be estimated by
using stereo constraints in two scene cameras. Such information
on 3D gaze points can be useful not only to clarify higher cogni-
tive processes in humans but also to reproduce the 3D shape of an
object from eyeball movement simply by gazing at the object as an
extension of the visual function.

2. EXISTINGGAZEMEASUREMENTEQUIP-
MENT

In this section, we describe two types of existing gaze measure-
ment equipment-head-mounted and standalone-and point out the
advantages and disadvantages of each.

2.1 Head-mounted type
The head-mounted type of gaze measurement equipment [3, 4,

5] can capture both of the subject’s eyes and the subject’s visual
field, using two cameras for capturing the eyeballs and one camera
for capturing the visual field. This type of equipment can be used
to analyze the eye gaze of athletes, and it can be used in computer
games by attaching a head-mounted display.

2.2 Standalone type
The standalone type of gaze measurement equipment [6, 7] does

not make contact with the subject enabling eye gaze to be measured
in a natural state. It cannot, however, capture an image of the sub-



Table 1: Comparison of both types
Head-mounted Standalone

Subject movement Unrestricted Restricted
Burden on subject Medium Low

Accuracy High Medium
Visual-field capture Yes No

Figure 1: Comparing conventional camera and inside-out cam-
era

ject’s visual field. This type of equipment imposes little burden on
the subject and can be easily used to measure the eye gaze of either
children or adults.

2.3 Comparison of head-mounted and stan-
dalone types

The advantages and disadvantages of the head-mounted and stan-
dalone types of gaze measurement equipment are listed in Table 1.
As the name implies, the head-mounted type of equipment is worn
by the subject enabling freedom of movement. This type of equip-
ment can be used, for example, to analyze the eye gaze of athletes.
On the other hand, equipment attached to the human body can be a
burden to the subject, which means that a subject’s gaze when be-
ing measured might be different from the subject’s gaze in everyday
situations. The standalone type of equipment, meanwhile, cannot
capture the subject’s visual field; in terms of subject behavior, it
can only capture the subject’s eyeballs. Its advantage, however, is
that it can measure gaze without the subject being aware of being
measured, enabling data to be obtained under natural conditions.

2.4 Problems with existing gaze measurement
equipment

As shown in Fig. 1(a), the scene camera for capturing the sub-
ject’s visual field in existing gaze measurement equipment is placed
at a position apart from the eyeballs, which means that parallax will

Figure 2: Inside-out camera system

occur between the subject’s actual visual field and the captured im-
age. Thus, as in the case of multi-camera stereo vision, parallax
between the subject’s visual field and the camera image will in-
crease as the distance to the object being captured decreases. As a
result, it has been common practice when using existing gaze mea-
surement equipment to set some sort of constraints on the subject’s
gaze point. For example, the target of the subject’s gaze may have
to be set at a certain distance, that is, it may have to lie on a known
plane.

3. INSIDE-OUT CAMERA
We here describe our proposed inside-out camera.

3.1 Equipment configuration
Our most recent prototype equipment has the shape of goggles as

shown in Fig. 2. It consists of two eye cameras installed at the top
of the unit for capturing images of the subject’s eyeballs and two
scene cameras installed at the bottom of the unit for capturing the
subject’s visual field. The equipment measures W160xH80xD100
mm and weighs about 200 g. It is made of wood to hinder the
conduction of heat emitted by the camera system to the subject
and to enable measurements to be performed over a relatively long
time. As shown in Fig. 1(b), the inside-out camera achieves an
optical configuration in which transparent cameras seem to exist.
The following describes the eye and scene cameras in more detail.

3.2 Eye camera
The eye camera system consists of an infrared mirror, two in-

frared cameras for capturing the left and right eyeballs, and six in-
frared LEDs arranged around each camera. Each infrared camera
captures a near-infrared image of the person’s eyeball from in front
of that eye via an infrared mirror at a resolution of 640x480 pixels.
Examples of images captured with the eye cameras are shown in
Fig. 3. The LEDs arranged around each camera emit near-infrared
light in the wavelength range of 750 - 900 nm. Since infrared light
is invisible, it provides no visual stimuli enabling images of the
eyeballs to be captured unhindered.

3.3 Scene camera
The scene camera system consists of a 50% half mirror and two

compact CCD cameras for capturing the left and right visual fields.
The viewing angle of each CCD camera is about 80 degrees, and



Figure 3: Images captured with inside-out camera

the focal length is about 4 mm. The 50% half mirror reflects 50%
of incident light and allows the rest to pass. The use of a half mir-
ror in this way makes it possible to capture images by a transparent
camera from a position that is optically nearly the same as the per-
son’s viewing point. Furthermore, as this is a stereo camera system,
it is relatively easy to calibrate it using the Tsai model [9] or Zhang
model [10] and to estimate the 3D position of the gaze point in the
visual field. Examples of images captured with these scene cameras
are also shown in Fig. 3.

3.4 Relationship between eye camera and scene
camera

The eye cameras and scene cameras are placed opposite each
other with half mirrors in between. The image planes configured by
each type of camera are therefore parallel to each other. Now, for an
object observed by an eye camera that moves in a similar manner to
an object observed by the scene camera, it is clear that a correlation
exists between the distance moved by the object observed in the
eye-camera video and the distance moved by the object observed
in the scene-camera image. The relationship between these two
types of cameras is therefore easy to work with.

4. ESTIMATION OF 3D GAZE POINT US-
ING THE INSIDE-OUT CAMERA

In general, a gaze vector is needed to estimate the gaze point,
and various techniques have been proposed to estimate this vector
[11, 12, 13, 14]. Since the gaze vector moves from one landmark
to another, a correlation clearly exists between the gaze vector and
landmarks being gazed at. With the proposed inside-out camera,
this correlation is easy to work with as described in section 3.4. As
shown by images of Fig. 3, if the gaze point is moved to the left,
the gaze vector estimated from the Purkinje images and pupil center
also moves to the left, and if the gaze point is moved to the right,
the gaze vector also moves to the right. Thus, since a correlation
exists between the gaze point and gaze vector, estimating the gaze
vector enables the gaze point in the scene image to be estimated.
The process of gaze-point estimation has the following flow:

1. Estimate the gaze vector
Estimate the gaze vector from the pupil center and Purkinje
images1

2. Calculate gaze point
Convert gaze vector to gaze point using a conversion equa-
tion

3. Calculate 3D gaze point
Use the gaze points of both eyes to calculate the 3D gaze
point in stereo vision

4.1 Estimation of gaze vector
The gaze detection method proposed by Ohno et al. calculates

the cornea curvature center from a Purkinje image and takes the line
connecting this point and the pupil center to be the gaze vector [15].
It has been reported that this technique can estimate the gaze vector
with better accuracy than the technique using the eyeball rotation
center and pupil center. Our proposed technique also estimates the
gaze vector from the cornea curvature center and pupil center.
First, the cornea curvature center is calculated from Purkinje im-

ages with the aim of estimating the gaze vector. In the method of
Ohno et al. [15], there is only one light source, and the cornea cur-
vature center is calculated by correcting the position of the Purkinje
image so that it falls on the camera’s optical axis.
In contrast, the inside-out camera that we propose features six

light sources on the periphery of the camera, and we can assume
that the center of these light sources corresponds to the optical axis
of the camera. The center of the Purkinje-image group can there-
fore be taken to be the cornea curvature center. Purkinje images can
be extracted from the techniques proposed in Refs. [15, 14], and
the cornea curvature center C = [Cu, Cv]

T on the video image

1Purkinje images are reflected lights of LEDs in the surface of the
eye.



Figure 4: Relation between gaze point and gaze vector

can be estimated from the group of Purkinje images determined in
this way.
Next, the pupil center is estimated. We use the technique pro-

posed by Sakashita et al. to calculate pupil center P [16].
The gaze vector can now be calculated from the cornea curvature

center C and pupil center P estimated as described above. Gaze
vector V = [Vu, Vv]

T , whose base is taken to be cornea curvature
centerC, can be calculated by the following equation:

V = P −C (1)

4.2 Calculation of 2D gaze point using conver-
sion equation

The gaze point on the scene video can be calculated using the
gaze vector estimated in section 4.1 and a conversion equation.
This technique is divided into offline processing for determining
parameters of this conversion equation and online processing for
estimating the gaze point using the conversion equation. This pro-
cess flow is shown in Fig. 4 and described below.

4.2.1 Offline processing
Offline processing estimates the parameters used for expressing

the relationship between the gaze vector and gaze point using a
conversion equation. The distribution of u, v components for gaze
point L = [Lu, Lv]

T and gaze vector V = [Vu, Vv]
T is shown in

Fig. 4(a). It can be seen here that the gaze point and gaze vector
have a proportional relationship for each of the u, v components
enabling a linear conversion to be performed. The equations for
this linear conversion are given below:

Lu = auVu + bu (2)

Lv = avVv + bv (3)

Here, a = [au, av]
T is the slope and b = [bu, bv]

T is the intercept
of these u, v linear equations. Thus, by calculating beforehand the
slope and intercept of these equations from at least two calibration
points as shown in Fig. 4(b), gaze point L can be calculated on
input of gaze vector V .

4.2.2 Online Processing
Online processing estimates the gaze point from a gaze vector

using conversion parameters a, b calculated in offline processing.
First, the gaze vector is calculated by the technique described in
section 4.1. Next, the calculated gaze vector V is divided into its
u, v components and the gaze point is calculated from Eqs.(2) and
(3). An example of calculating the gaze point is shown in Fig. 4(d).

Figure 5: Optimal correction of gaze points

4.3 Optimal correction of gaze points
The gaze points for both eyes calculated in section 4.2 includes

error in the estimated gaze vectors producing an offset between
these gaze points and, as a result, an offset between the gaze points
on the scene videos. We therefore correct the positions of the two
gaze points on the scene videos so that they coincide using the op-
timal correction technique proposed in Ref.[17] as shown in Fig.
5.
Given that point Ll in the scene video on the left corresponds

to point Lr in the scene video on the right, the lines of sight that
pass through each of these points will intersect under the condition
that Eq.(4) is satisfied, where each point is expressed in terms of
homogeneous coordinates ml = [Lul/f0, Lvl/f0, 1]

T and mr =
[Lur/f0, Lvr/f0, 1]

T .

mT
r Fml = 0 (4)

Here, F denotes a fundamental matrix that indicates the geometri-
cal relationship between left and right images.
In optimal correction, gaze points on the scene videos are moved

so that the corresponding lines of sight intersect but in a manner that
minimizes the amount of this movement. Left-side and right-side
scene-video coordinates m̂l and m̂r after optimal correction of the
left-side and right-side scene cameras are calculated by Eqs.(5) and
(6), respectively.

m̂l = ml − (uξ)P kFmr

(uV 0[ξ]u)
(5)

m̂r = mr − (uξ)P kF
Tml

(uV 0[ξ]u)
(6)



Figure 6: Example of experimental data

Here, P k is a matrix whose third component is set to 0.

P k = diag(1, 1, 0) (7)

Additionally, u and ξ rewrite fundamental matrix F and datam,
respectively, into nine-dimensional vectors.

u = [F11, F12, F13, F21, F22, F23, F31, F32, F33]
T

ξ = [LulLur , LulLvr , f0Lul , LvlLur ,

LvlLvr , f0Lvl , f0Lur , f0Lvr , f
2
0 ]

T

Here, matrix V 0[ξ] is a 9×9 matrix defined in Ref.[17]. Calculated
m̂ is substituted in m and Eqs.(5) and (6) are recalculated. This
process is repeated until convergence is achieved.

4.4 Calculation of 3D gaze point
Finally, we calculate the 3D gaze point using the gaze points of

both eyes. Since these gaze points are points on two scene videos,
the 3D gaze point can be calculated as a problem in stereo match-
ing. We can solve the problem of the gaze vectors not intersect-
ing in the 3D space by treating it as a problem in stereo matching.
Given that the human viewing angle during gazing is about two
degrees [18], we calculate a 3D position from the regions of both
gaze points. Since the 3D gaze point is calculated by using stereo
matching, its accuracy of 3D gaze point is equal to that of stereo
matching.

5. EVALUATION EXPERIMENT
To evaluate the proposed technique, we collected data on actual

landmark gazing and calculated the error between the true value of
a landmark and the estimated gaze point. This section presents the
results of this experiment and presents examples of estimating a 3D
gaze point.

5.1 Experimental setup
Data was collected as follows. As shown in Fig. 6, a board with

nine landmarks was prepared and gazing was performed in order
from the top left for board depths from 1 to 5m at intervals of 50
cm. Data for 54 points were collected at each interval and a total
of 486 sets of scene video and eyeball video were obtained. Five
subjects participated in this experiment.
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Figure 7: Error versus number of data used for calibration

Figure 8: Error versus depth of 3D gaze point

5.2 Error estimation results
The proposed technique requires that parameters for the conver-

sion equation be calculated beforehand. Needless to say, the accu-
racy of these parameters depends on calibration data. We therefore
investigated error in results when varying the amount of data used
for calibration. Specifically, we randomly selected from two to nine
sets of data from the 54 sets of data obtained at a depth of 1 m and
performed 100 trials for each collection of data sets. Human view-
ing angle during gazing has been reported to be about two degrees
[18], and with this in mind, we took error range to be a diameter
of about 20 pixels when projecting a two-degree region on scene
video.
Figure 7 shows average error for 100 trials versus number of

calibration data sets. These results indicate that an average error
of less than 15 pixels can be obtained when using four or more
sets of calibration data and that error can be kept within the error
range of 20 pixels. It can also be seen that average error tends to
decrease as the number of data sets increases indicating that gaze-
point estimation can be stabilized by increasing the number of data
sets used for calibration.
Finally, we investigated the average error of each depth. The

average error of using 9 calibration data sets versus the depth of
3D gaze point is shown in Figure 8. The average error of the sub-
ject4 and that of subject5 increased commensurately with the depth.
However, the average error of the remaining three subjects did not
increased commensurately with the depth. Therefore, we can see
that the estimation of 2D gaze point is not easily affected by the
distance of the 3D one.



5.3 Estimation of 3D gaze point
Figure 9 shows three examples of estimating 3D gaze points

from calculated gaze points. In Fig. 9(a), the gaze of a subject
follows the edges of a rectangular box. It can be seen that 3D gaze
points are indeed obtained along the edges of the box. Next, in Fig.
9(b), the subject changes gaze target in the order of©1 sign,©2 hu-
man being, and ©3 box. The corresponding 3D gaze points could
be obtained, and the general position of the subject’s gaze could be
understood and a 3D ScanPath obtained. Finally, in Fig. 9(c), land-
marks are arranged in a spiral-like manner. As in the example of
Fig. 9(b), a 3D ScanPath of gaze points could be obtained. On the
basis of the above results, we can say that the proposed inside-out
camera can be used to estimate 3D gaze points and to obtain infor-
mation on where in 3D space someone is looking, which should be
useful when attempting to understand a person’s behavioral inten-
tions.

6. CONCLUSION
We proposed a method for acquiring of 3D gaze information

from eyeball movements using the “Inside-out Camera” for esti-
mating a person’s gaze point using the structural features of the
camera. The inside-out camera uses half-mirrors to enable a per-
son’s eyeball to be captured directly from the front and the person’s
visual field to be captured from a position nearly equivalent to the
eyeball. However, we think that we need to improve the usability of
the system, and the inside-out camera is just a prototype. In partic-
ular, we will have to reduce the weight of the camera and to make
it more comfortable to wear.
The gaze point is calculated from a gaze vector using conversion-

equation parameters computed beforehand. It was found from an
evaluation experiment that gaze point could be estimated with an
average error of about 15 pixels. We also showed the 3D scan path
obtained by the proposed method from eyeball movement by gaz-
ing at the object.
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Figure 9: Estimation of 3D position of gaze points


