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Abstract
Human-area segmentation is a major issue in video

surveillance. Many existing methods estimate individ-
ual human areas from the foreground area obtained by
background subtraction, but the effects of camera move-
ment can make it difficult to obtain a background im-
age. We have achieved human-area segmentation re-
quiring no background image by using chamfer match-
ing to match the results of human detection using Real
AdaBoost with silhouette images. Although accuracy
in chamfer matching drops as the number of templates
increases, the proposed method enables segmentation
accuracy to be improved by selecting silhouette images
similar to the matching target beforehand based on re-
sponse values from weak classifiers in Real AdaBoost.

1 Introduction
In recent years, technology for detecting people in

video [2, 11] is important for knowing where humans
are in the image. To accurately know what areas of
the image are occupied by people, human area seg-
mentation to allow body height estimation [6] and hu-
man identification between different cameras [4, 10]
are important. Conventional human area segmentation
techniques are mainly based on background subtrac-
tion. Zhao et al. achieved highly accurate human de-
tection and tracking by applying human shape models
and camera and scene models to foreground areas ob-
tained by background subtraction [9, 8]. However, such
methods require that a background image be acquired,
which may be difficult to accomplish in the real world
because of camera movement, etc. Leibe et al. take
a part-based approach to human detection, using local
features to achieve human area segmentation by apply-
ing human silhouette image and chamfer matching to
the detection results [1]. That method requires chamfer
matching with all of about 400 silhouette images that
have been prepared in advance. A problem with cham-
fer matching, however, is that the matching accuracy

becomes unstable as the number of templates (silhou-
ette images) increases, so there is concern that chamfer
matching with all of the silhouette images may lower
segmentation accuracy.

We therefore propose an approach of pre-selecting
silhouette images that are similar to the matching tar-
get, and then do chamfer matching on candidates from
among them. The proposed method uses HOG lo-
cal features and the Real AdaBoost statistical learning
method to detect people. Next, the real AdaBoost re-
sponse values of the detected areas and the silhouette
images are compared to select the silhouette image that
is most similar to the human in the detected area. Fi-
nally, chamfer matching is performed on the selected
silhouette image and the human detection result area to
accomplish the human area segmentation. By doing the
chamfer matching with only the similar silhouette im-
ages, matching errors due to variation in human shapes
can be suppressed and an improvement in matching ac-
curacy can be expected.

2 Proposed method
The processing flow in the proposed method is illus-

trated in Fig. 1. The proposed method involves off-
line processing to train the human detector and to ob-
tain a hash table from the scores of silhouette images
that correspond to the training samples, and on-line pro-
cessing for detecting human areas in the input image by
raster scanning and segmentation using chamfer match-
ing. These processes are explained in detail in this sec-
tion.

2.1 Off-line processing
2.1.1 Construction of a human detector
The proposed method begins by detecting candidate hu-
man areas for matching in the input image. The hu-
man detector uses Real AdaBoost [7] with HOG (His-
tograms of Oriented Gradients) [2] as the input feature.
HOG features are based on the magnitude of edges in
each edge direction within a local area. HOG features



Figure 1. Processing flow in the proposed method

computed from the training samples that were prepared
in advance are used to construct a human detector with
Real AdaBoost. Real AdaBoost is a boosting algorithm
in which the feature vectors calculated from the training
samples that are the most effective for discrimination
are learned as weak classifiers. The strong classifier,
H(x), is represented by a linear combination of mul-
tiple weak classifiers as defined in the following equa-
tion:

H(x) = sign

(
T∑

t=1

ht(x)

)
. (1)

2.1.2 Calculation of silhouette image scores
Next, the constructed detector is used to compute the
silhouette image score. The silhouette image score rep-
resents the response values of the weak classifiers of
human detector as a multi-dimensional vector. First, we
prepare silhouette images of training samples by man-
ually extracted. Then, the training sample for that sil-
houette image (positive only) is input to the human de-
tector. The weak classifiers for the input image return
results indicating human or non-human. At that time,
if the input image is correctly distinguished as human,
a positive real number is returned as the weak classifier
response value. If the input image is mistaken as non-
human on the other hand, a negative real number is re-
turned as the weak classifier response value. Each weak
classifier holds one HOG feature vector and the posi-
tion in detecting window. Accordingly, when a weak
classifier response value is a positive real number, it
means that the probability that one HOG feature vec-
tor obtained at the position selected by the weak classi-
fier is human gradient information is high. Conversely,
if the weak classifier response value is a negative real
number, the HOG feature vector for that position has
a high probability of being background. Finally, T -
dimensional feature vector that corresponds to T weak

classifiers is obtained. The T dimensional feature vec-
tor obtained here serves as the score for the correspond-
ing silhouette image.
2.1.3 Creating the hash table
The calculated silhouette image scores are used to se-
lect silhouette images that are similar to the target ar-
eas for chamfer matching. In the proposed method, the
silhouette image scores are stored in a hash table to al-
low fast search for similar silhouette images. Here, we
use the hash table based nearest-neighbor search pro-
posed by Noguchi et al. [5]. We therefore produce
the hash table with silhouette image scores as feature
vectors in off-line processing. We denote the score
based on the response of weak classifiers from a given
silhouette image y as the T dimensional feature vec-
tor y = {h1(y), h2(y), · · · , hT (y)}. First, the T di-
mensional feature vector are converted to binary val-
ues with the following equation to create bit vector
u = (u1, u2, · · · , uT ).

uj =
{

1 if hj(y) ≥ 0
0 otherwise

. (2)

Next, we use the following equation to obtain the hash
table index Hindex and register the feature vector and
silhouette image ID in the hash table.

Hindex =

(
T∑

i=1

ui2i

)
mod Hsize. (3)

Here, Hsize is the size of the hash table. This process-
ing is done for all of the silhouette images of positive
sample to create the hash table. This is all off-line pro-
cessing.

2.2 On-line processing
2.2.1 Human detection
The on-line processing involves detection of humans in
an input image and matching the detection area with



silhouette images. First, a detection window is raster
scanned across the input image from the upper left mul-
tiple times at different scales. When that is done, the
area within the detection window is input to the human
detector for detection and each area is discriminated as
human or non-human. As the last step, the weak clas-
sifier response values is recorded as a T dimensional
feature vector. At that time, the weak classifiers that
judges the area as human return a positive real number
and those that judge it as non-human return a negative
real number. Similar silhouette images are selected by
comparing the feature vector based on the weak classi-
fier responses for the detected area and the feature vec-
tor based on the weak classifier responses for each sil-
houette image of training samples calculated in the off-
line processing.

2.2.2 Selection of similar silhouette images
Similar silhouette images are selected by comparing the
feature vectors based on the weak classifier responses as
described in section 2.1.2 and the feature vectors calcu-
lated for the detected window area as described in sec-
tion 2.2.1. That comparison is accomplished by nearest-
neighbor search using the hash table created in section
2.1.3. Denote the feature vector based on the weak clas-
sifier responses for the area detected in human detection
as x = (h1(x), h2(x), · · · , hT (x)). For this feature vec-
tor, too, we use Eq. (2) and Eq. (3) to obtain a hash in-
dex and then search the hash table for silhouette images
that have the same hash index. The value for similarity
between the feature vectors of the N silhouette images
found and the detection area feature vector, si, is ob-
tained with the following equation:

si =
x · yi

||x||||yi||
i = 1, · · · , N. (4)

The closer are the values of the feature vectors, the
higher the probability that the corresponding areas have
similar shapes. In this way, silhouette images that are
similar to the detection area are selected. Examples of
similar silhouette images selected automatically from
the feature vectors of the human detection results area
are shown in Fig. 2. From Fig. 2, we see that silhouette
images that are similar to the detection area shape have
been selected. Thus, preselection of silhouette images
that are similar to the detection area can improve the
accuracy of chamfer matching.

2.2.3 Segmentation by chamfer matching
Human area segmentation is accomplished by using
chamfer matching to match the detected human areas
and the similar silhouette images selected by the weak
classifier response values. The matching is based on
the dissimilarity measure. Since chamfer matching is
sensitive to changes in scale, the scale of the silhouette

Figure 2. Examples of selected similar sil-
houette images

image is varied in the matching process. In the pro-
posed method, the chamfer matching is performed with
the size of the human detection area varied by a magni-
fication factor of from 0.8 to 1.2 in units of 0.01. In the
final step, the position, scale, and silhouette image for
which the chamfer matching dissimilarity is the small-
est is determined, and human area segmentation is per-
formed by extracting the part of the image that overlaps
with the silhouette image.

3 Experimental Results
3.1 Experiment

To confirm the effectiveness of the proposed method,
we conducted an experiment to evaluate segmentation
accuracy. To evaluate the effectiveness of pre-selecting
silhouette images that are similar to the matching tar-
gets based on the weak classifier response values used
in the proposed method, we compared the two methods
described below:
Conventional method Matching with all of silhouette

images

Proposed method Matching of similar silhouette im-
ages pre-selected on the basis of weak classifier
response values

In the proposed method, ten similar silhouette images
are selected for chamfer matching. The two sequences
used in the evaluation are data sets from the CAVIAR
Test Case Scenarios [3]. The sequences include 300
frames of a scene that involves movement of humans
toward the camera (front direction) and 300 frames of a
scene that involves human movement perpendicular to
the camera (horizontal direction) In the scene that has
movement toward the front, there is a large change in
the scale of the human images; in the horizontal move-
ment scene, there is a large change in the shape of the
human images. The evaluation method involves com-
puting recall, precision and F-measure values for each
frame and then taking the mean value for the entire se-
quence. Correct areas for all of the evaluation sequence
frames were produced manually. Then, 800 typical
shapes were selected from the human detection training
samples to serve as a silhouette image sample.



Figure 3. Example segmentation results (a), (b), and (c): front direction; (d), (e), and (f): hori-
zontal direction

Table 1. Comparison of segmentation ac-
curacy

Conventional Proposed

front
Recall 0.79 0.81

Precision 0.82 0.90
F-measure 0.80 0.85

horizontal
Recall 0.72 0.73

Precision 0.71 0.76
F-measure 0.71 0.75

3.2 Experimental results
The segmentation accuracy evaluation results for the

two sequences are presented in Table 1. Examples of
the segmentation results are shown in Fig. 3. The re-
sults for the proposed method (with silhouette selection)
are from using 10 selected silhouette. The results from
the conventional method (without silhouette selection)
are from matching with all 800 silhouettes. The results
confirm increases in accuracy for the front sequence of
0.02 for recall and 0.08 for precision. An accuracy
increase for the F-measure of 0.05 is also confirmed.
For the horizontal sequence, accuracy improvements of
0.01 for recall and 0.05 for precision were confirmed.
For the F-measure, an accuracy improvement of 0.04
was confirmed. These results show that silhouette im-
age selection can reduce false positives. Furthermore,
the mean processing time for segmentation per person
with silhouette selection is 2.1 s compared to 352.1 s
without silhouette selection, achieving a speed increase
by a factor of 167. From the example of segmentation
results, we see that relatively good accuracy segmen-
tation is possible for the front sequence in which large
scale changes occur. We can also see that segmentation
with good accuracy is possible for the horizontal se-
quence, in which there is more change in human shape
than in the front sequence. The above results confirm
the effectiveness of the proposed method.

4 Conclusion
We proposed a method of human area segmenta-

tion that uses chamfer matching based on preselection
of similar silhouette images according to weak classi-

fier responses. The proposed method reduces cham-
fer matching errors by preselecting silhouette images
that are similar to the matching target, thus improving
matching accuracy. In future work, we plan to achieve
higher accuracy in area segmentation of the target for
detection from segmentation results that match the sil-
houette image shape.
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