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Abstract. In the RoboCup F180 Small Size League, a global vision system using multiple cameras has been used to capture the whole field view. In the overlapping area of two cameras' views, a process to merge information from both cameras is needed. To avoid this complex process and rule-based approach, we propose a mosaic-based global vision system which produces high resolution images from multiple cameras. Three mosaic images, which take into account the height of each object such as our robots, opponent robots, and the ball on the field, are generated by pseudo corresponding points. Our system archives a position accuracy of better than 14.2 mm (mean: 4 mm) over a 4 × 5.5 m field.

1 Introduction

Recently, a global vision system using multiple cameras has been used in the RoboCup F180 Small Size League (SSL), since the field size was changed to 5.500 × 4.000 mm to create more space. In the case of using two cameras as a global vision system, one is mounted over each half of the field to capture the image which has enough resolution for object recognition. However, there will be some problems with the use of two cameras. For example, in the overlapping area of both cameras' views, information from both cameras should be merged; however, this is considered a very complex process.

A possible solution to avoid this complex process is to employ a planar perspective transform known as “image mosaicking,” which generates a high resolution image from two images. To obtain the mosaic image, a homography between a reference image and the other image is computed by correspondences. Although the mosaic image is generated from two camera images, the vision algorithm already in use in the SSL can be easily applied to the mosaic image without any changes. And any additional process such as merging information from both cameras is not needed. Since the mosaic image is registered as a planar image, there will be a blur around the object such as a robot, when the object has a height from the plane used for calculating the homography. This causes errors in the object identification, which processes regions to find the ball and robots and identifies our robots.

In this paper, we propose a mosaic-based global vision system, which generates mosaic images taking into account the height of each object. We will show that our system is capable of high accuracy in position estimation.
This paper is structured as follows. The second section points the problems in the use of a two camera system. The next section describes the proposed system in detail. Section 4 discusses the experimental results in position estimation and processing time. Section 5 concludes the paper.

2 Problems with a two camera system

In order to capture the image which has a pixel representing 5 millimeters on the field, one is camera mounted over each half of the field as shown in Figure 1. Each camera image is processed by color segmentation and followed by object identification. Finally, the object’s position is converted to real world coordinates for controlling the robots. After the vision processes described above, merging information from both cameras is required, because of the is overlapping area of the two camera images. To merge results from both cameras in the overlapping area, the following four methods are employed.

A. **Updating recent result** When a recent result is obtained from either camera, the final decision of the robot’s position is updated.

B. **Hard decision boundary** The boundary for each camera is decided manually in advance the final decision of the robot’s position is updated if the position is inside the boundary.

C. **Hysteresis** Final decision is taking over the results, while the robot is tracked by neither camera.

D. **Fusion** Estimated positions by both cameras are merged to world coordinates by weighting.

In method A, C, and D, robot1 and robot2 on the camera1 image shown in Figure 1 are not identified, because a part of markers on the robot is missing. In method B, the boundary requires continual adjustment when both cameras are mounted. To solve these problems, our approach generates a high resolution image from two cameras, and then processes the mosaic image by the vision algorithm which is used in a single camera system.

![Diagram](image)

*Fig. 1. Global Vision system using two cameras.*
3 Mosaic-based global vision system

To obtain the mosaic image from both cameras, a homography is computed by correspondences between the two images. Since the mosaic image is registered as a planar image, there will be a blur on the image around the object which has a height from the plane used for calculating the homography. Our approach is generating three mosaic images which take into account the height of our robot, the opponent’s robot and a ball. Each mosaic image is processed by color segmentation and object identification which usually are used in the global vision system of a single camera. By generating the mosaic image considering the height of each object, a highly accurate position estimate can be obtained.

3.1 Generating a mosaic image of the field plane

Figure 2(a) shows the relationship of projective geometry between both cameras and the base plane (field). The planar perspective transform based on a homography warps an image into another image using 8 parameters of the matrix $H$ [7] [8]. The homography between the two images of a planar surface is expressed as

$$p' = H_1 p_1 = \begin{bmatrix} h_1 & h_2 & h_3 \\ h_4 & h_5 & h_6 \\ h_7 & h_8 & 1 \end{bmatrix} \begin{bmatrix} u_1 \\ v_1 \\ 1 \end{bmatrix}$$

(1)

where $p_1 = [u_1, v_1, 1]^T$ on the camera1 coordinate and $p' = [u', v', 1]^T$ on the mosaic image coordinate are corresponding points of two images. Mosaic image coordinate $p'$ corresponds to $P = [x_W, y_W, z_W]^T$ on the world coordinate. The homography $H_2$, which projects from the point $p_2 = [u_2, v_2, 1]^T$ on the camera2 to $p'$ on the mosaic image, is computed in the same way $H_1$ was calculated. These relations are expressed as the following equations:

$$p' = H_1 p_1$$
$$p' = H_2 p_2$$
$$P = \alpha p'$$

(2)

Fig. 2. Projective geometry between both cameras and a base plane.
Note that the mosaic image coordinate $p'$ corresponds to the world coordinate $P$ on the field by linear mapping. In our vision system, the mosaic image, in which a pixel represents 5 mm on the field, is generated using bilinear interpolation. Therefore, it is easy to obtain the world coordinate $P$ from the mosaic image coordinate $p'$ by

$$P[\text{mm}] = 5[\text{mm/pixel}] \times p'[\text{pixel}].$$

The process for generating a mosaic image of the field is described as follows:

**Step 1** By choosing the landmark points on the field plane (such as rectangle’s corner), which are observed from camera 1, corresponding points of $p_1(u, v)$ on the camera image coordinate and $P(X_w, Y_w, 0)$ on the world coordinate for the landmark are measured manually.

**Step 2** $P$ is converted to the mosaic image coordinate $p'$ by using equation (3).

**Step 3** The homography $H_1$ is computed by using the correspondences of at least 4 points. The homography $H_2$ is also computed in the same way $H_1$ was calculated.

**Step 4** Blending is performed around the area where both images are overlapped.

Finally, the mosaic image is generated using $H_1$ and $H_2$, from both camera images.

Figure 2(b) shows a mosaic image and both camera images. We can see that the ball on the field plane is very clear, but the markers on the top of the robot are not clear. Using the homography calculated from correspondences on the field plane, $P$ viewed from camera 1, which is located at a height of robot 1i from the base plane (field), is projected to $P_1$ on the world coordinate as shown in Figure 2(b). This causes errors denoted as $d_1$ and $d_2$ on the mosaic image as shown in Figure 2(b). For this reason, a blur shown in Figure 3(b) will be observed in the overlapping area on the mosaic image.

### 3.2 Generating a mosaic image of the virtual plane

Using the homography computed by correspondences on the field plane, pixels on the top of the robot on the camera image are not correctly projected to the mosaic image coordinate. In order to obtain the homography of any plane in 3D space, correspondences on the plane should be measured. However, it is impossible to measure the feature points on any plane in 3D space in a small amount of setup time. Our approach generates pseudo feature points on the image coordinate for the top of the robot, and the homography is computed as shown in Figure 4.

The process for generating a mosaic image taking into account a virtual plane is described as follows:

**Step 1** By choosing the landmark points on the field plane. Corresponding points of $p_1(u, v)$ on the camera image coordinate and $P(X_w, Y_w, Z_w)$ on the world coordinate are measured manually.
Step 2 Measuring the height of the robot $(robot_{h})$, and $P$ is converted to the point $Q(X_w,Y_w,robot_{h})$ on the virtual plane.

**Step 3** $Q$ is projected to camera 1 by reverse projection using the intrinsic and extrinsic camera parameters. The pseudo corresponding point $q_1$ is calculated by

$$q_1 = \begin{pmatrix} u_1 \\ v_1 \\ 1 \end{pmatrix} = \frac{1}{robot_{h}} \begin{pmatrix} f_ku & f_s & u_0 \\ 0 & f_kv & v_0 \end{pmatrix} (R | -RT) \begin{pmatrix} x_w \\ y_w \\ robot_{h} \end{pmatrix}$$

where $R$ is a rotation matrix, $T$ is a translation matrix, $f$ is a focal length, $s$ is shearing factor, and $k_u, k_v$ are unit length of each axis.

**Step 4** The homography $H_1'$ is computed by using the correspondences of $q'_1$ and $q_1$. The homography $H_2'$ is also computed by the same way of $H_1'$.

**Step 5** Blending is performed around the area where both images are overlapped. Finally, the mosaic image taking into account the height of the object is generated using $H_1'$ and $H_2'$. 

Fig. 3. Mosaic image of field plane.
Figure 5 shows a mosaic image of the virtual plane which has a height of the robot \( h = 150 \text{ mm} \). Although the ball on the field plane is not clear, we can not see any changes around the markers on the top of the robot. We also realized that the mosaic image of the virtual plane can absorb the change in the height within ±2 mm.

The global vision system we proposed has two merits. One of them to eliminate the necessity the process of merging the information from both cameras. The other is to facilitate the application of the vision algorithm which we have used commonly in single camera system such as CMVision[10] and robot identification method described in [9].

4 Experimental results

To determine the accuracy of the proposed method, we measured the robot's position as ground truth and compared it to the position given by our global vision system.
4.1 Configuration of vision system

Two cameras are mounted at a height of 3,000 mm, and each camera has a view of each area of 4,900 \times 3,400 mm (overlapping area is 300 \times 3,400 mm). Both cameras are calibrated using over 40 feature points on the field plane to estimate camera parameters.

4.2 Results

We evaluated the proposed method by location testing for 61 locations spread over the field. Table 1 shows results in regard to location of the robot (height is 150 mm) by the two mosaic images of the virtual plane and the field plane. The mean of the position accuracy by the virtual plane (robot height) is 4 mm. Note that a pixel represents approximately 5 millimeters on the field in our camera setting. This table shows that our vision system is able to correct real world locations with a high degree of accuracy. The system achieves a position accuracy of better than 14.2 mm over a 4 m \times 5.5 m field.

Figure 6 shows the distribution of the estimated positions. By the mosaic image of the field, it is clear that the error becomes larger regarding the distance from the optical center of the camera as shown in Figure 6(b). On the other hand, the mosaic image of the virtual plane is able to estimate real world locations very accurately, since the mosaic image was generated by taking into account the height of the robot.

Table 1. Error of the estimated positions [mm].

<table>
<thead>
<tr>
<th></th>
<th>Average</th>
<th>SD</th>
<th>Max</th>
<th>x</th>
<th>y</th>
<th>x</th>
<th>y</th>
</tr>
</thead>
<tbody>
<tr>
<td>Field plane</td>
<td>43.5</td>
<td>34.3</td>
<td>21.9</td>
<td>20.7</td>
<td>77.1</td>
<td>77.1</td>
<td></td>
</tr>
<tr>
<td>Target plane</td>
<td>3.7</td>
<td>4.3</td>
<td>2.8</td>
<td>2.8</td>
<td>12.0</td>
<td>14.2</td>
<td></td>
</tr>
</tbody>
</table>

*: SD : Standard deviation

Fig. 6. Distribution of estimated positions.
4.3 Processing time

The proposed global vision system takes 81 ms for all processes including generating three mosaic images for our robots, opponent robots and field plan. (39 ms for generating three full mosaic images, 38 ms for color segmentation, and 4 ms for object identification). This processing time is not sufficient for controlling the robot in real-time using visual feedback. To solve this problem, we generate mosaic images of only $30 \times 30$ pixels around each object position, which was detected in a previous frame, in order to run in real-time. The range of $30 \times 30$ pixels is about $15 \times 15$ cm in the real field. This search range works to reduce total processing time to 13 ms (generating three mosaic images takes 5.5 ms, color segmentation takes 5.5 ms, and object identification takes 1.1 ms for each process).

5 Conclusion

We proposed a mosaic-based global vision system using multiple cameras, which generates high resolution images taking into account the virtual plane of an object's height. Our system achieves a position accuracy of better than 14.2 mm (mean: 4 mm) over a $4 \times 5.5$ m field, and does not need any additional process of merging information from both cameras.
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