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Abstract. Multiple cameras have been used to get a view of a large area.
In some cases, the cameras are placed so that their views are overlapped
to get a more complete view. 3D information of the overlapping areas
that are covered with two or three cameras can be obtained by stereo
vision methods. By shifting the shutter timings of cameras and using
our pseudo stereo vision method, we can output 3D information faster
than 30 fps. In this paper, we propose a pseudo stereo vision method
using three cameras with different shutter timings. Using three cameras,
two types of shutter timings are discussed. In three different shutter
timings, 90 points of 3D position for a sec are obtained because the
proposed method can output 3D positions at every shutter timing of
three cameras. In two different shutter timings, it is possible to calculate
the 3D position at 60 fps with better accuracy.

1 Introduction

In a soccer robot match, it is important to calculate the position of an object as
quickly as possible in order to control the robot by visual feedback. Also, it is
necessary to calculate the 3D position of the ball, not 2D position on the soccer
field, because some robots have an ability of striking a loop shot [1].

As an approach to implementing a high speed vision system, a 60 fps camera
has been used in small-sized robot league [2, 3]. The system processes NTSC
camera images at a 60 fps rate with double buffering. However, they can’t calcu-
late a 3D position because they use a single camera. Stereo vision using multiple
cameras is needed for measuring the 3D position. They require cameras to syn-
chronize with each other for tracking an object accurately and measuring its
depth.

We have proposed a pseudo stereo vision method for calculating the 3D
position of an object using two unsynchronized cameras [4]. The method can
obtain the 3D position of a moving object at 60 fps making use of the time lags
of the shutter timing between the two cameras. In this paper, we present two
kinds of vision systems based on the pseudo stereo vision method using three
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Fig. 1. Possible two combinations of shutter timing

normal cameras (that take pictures at 30 fps), which can output 3D positions at
60 fps or 90 fps by adjusting the shutter timing of each camera.

2 3D position measurement with multiple cameras

The stereo vision method which measures the 3D position of the object requires
two images captured at the same time to reduce error in the measurement. Using
a general stereo vision system, 3D positions can be obtained at 30 fps maximum
using a normal 30 fps camera with fast vision algorithm described in [5].

Using two unsynchronized cameras for calculating the 3D positions of objects,
we have proposed a pseudo stereo vision method taking advantage of time lag
between the shutter timing of each camera [4]. To obtain a higher speed with
better accuracy in 3D position, we investigate a vision system consisting of three
cameras and a method for calculating the 3D position with two kinds of shutter
timing of three cameras.

2.1 Shutter timings of three cameras

Three combinations of cameras might be considered as shown in Figure 1 by
adjusting the shutter timings of the cameras. One of them is the case of same
shutter timings which are used in multiple baseline stereo as shown in Figure
1(a). We focus on two cases where the shutter timing of each camera is different
as shown in Figure 1(b) and (c). In the case of type A, the shutter timing of each
camera is shifted for 1/90 second. Since the 3D position is calculated at every
shutter timing of each camera, the 3D position can be obtained at 90 fps. In the
case of type B, the shutter timings of camera1 and camera3 are synchronized,
and the 3D position is calculated using stereo vision. The shutter timing of
camera2 is shifted for 1/60 sec from the shutter timing of camera1 and camera3.
The 3D position can be obtained at 60 fps, and we can obtain better accuracy.
The methods for estimating the 3D position of two kinds of shutter timing are
described as follows.
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Fig. 2. Proposed calculation method of corresponding position

2.2 TYPE-A: Algorithm for three different shutter timings(90fps)

The 3D position in the last frame is estimated by using the time interval δ
between the shutter timings of each camera and the results from the previous
two frames. The procedure of 3D position measurement is as follows:

Step1 Calculation of 3D positions in the previous two frames
Step2 Linear prediction of the 3D position
Step3 Prediction using constraints from ray information

Calculation of 3D positions in the previous two frames
In order to obtain an accurate 3D position from the current frame by linear
prediction, it is necessary to accurately calculate the previous 3D positions P t−1,
P t−2. The algorithm of the 3D position calculation at t−2 is described as follows:

Step1 Using two observed points in the frame t and t−3, a pseudo-corresponding
point from camera1 on frame t−2 ( ˆu1

t−2,
ˆv1
t−2) is interpolated by the follow-

ing equation:

ˆu1
t−2 =

δ12u
1
t + (δ23 + δ31)u1

t−3

δ12 + δ23 + δ31
, ˆv1

t−2 =
δ12v

1
t + (δ23 + δ31)v1

t−3

δ12 + δ23 + δ31
(1)

Step2 Calculate the epipolar line e2 on the image from camera1 using the corre-
sponding point (u2

t−2, v
2
t−2) from the image from camera2. Then, the nearest

point (u′1
t−2, v′1t−2) from the interpolated point, calculated by step1, can be

set as corresponding point for (u2
t−2, v2

t−2).
Step3 We can measure the 3D position P t−2 using triangulation as a crossing

point of the two lines in 3D space.
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Step 1, 2, 3 are repeated in the frame t − 1. The two previous 3D positions,
at t−1, t−2 are calculated from previous and following frames and the epipolar
constraint. These two previous points, P t−1 and P t−2, will be used and decrease
the prediction error at the next step of linear prediction.
Linear prediction of 3D position
As shown in Figure 3, the predicted position P̂ t = [xw, yw, zw]T of the last frame
t is calculated by the following equation using the already measured positions
P t−1 and P t−2 in the previous two frames.

P̂ t = P t−1 +
δ31(P t−1 − P t−2)

δ12
(2)

Note that Equation (2) is based on the analyzed image of the last frame from
camera1. For the position estimate, the Kalman filter [6, 7] and spline curve
fitting have been proposed.
Prediction using constraints from ray information
In order to decrease the prediction error, the 3D position is calculated once more
using the constraint of a viewing ray in 3D space obtained from the current
image. Let T 1 = [Tx, Ty, Tz] be the translation matrix from the origin of the
world coordinate to the focus point of camera1, and r1

t = [xw , yw, zw]T be the
vector which denotes the direction of the viewing ray, l1t , passing through the
position on the image coordinate (u1

t , v
1
t ) and the focus point of the camera. The

viewing ray shown in Figure 3 can be expressed by

l1t = kr1
t + T 1 (3)

where k is a real number. Although Equation (2) gives a good 3D position
prediction, the position may not exist on the viewing ray l1t as shown in Figure
3 because of its prediction error. In order to solve this problem, the 3D position
P ′

t is calculated by the following equation as the nearest point on the ray l1t .

P ′
t =

(P̂ t − T 1) · r1
t

|r1
t |2

r1
t + T 1 (4)
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Finally, P ′
t will be the 3D position of the object at the last frame. In case

camera2 and camera3 are the latest frame, the image of the 3D position is
calculated in the same way as mentioned above.

2.3 TYPE-B: Algorithm for two different shutter timings(60fps)

In order to estimate better 3D position by linear prediction, it is important to
calculate 3D positions in the previous two frames. In the case of Figure 1(c), the
shutter timings of two cameras(camera1 and camera3) are synchronized so that
3D position is calculated by stereo vision. Therefore, P ′

t is estimated by linear
prediction using P t−1 and P t−3, which are obtained by stereo. Futhermore, 3D
position of camera2 P ′

t is calculated by constraint from ray information using
the same algorithm as type A.

Therefore, 3D positions, which are calculated by stereo from two synchronized
cameras and estimated by constraint from ray information of a single camera are
obtained respectively. In this case, the total number of points can be obtained
for a second is 60 points, which is less than type A (90 points).

3 Simulation experiments

3.1 Recovery of object motions

We evaluated the proposed method by simulation of recovering the object’s
motion with uniform and non-uniform motion in 3D space (3,000 × 2,000 ×
2,000 mm). In the simulation, we assumed that three cameras would be mounted
at the height of 3,000 [mm].The proposed method is evaluated by following three
motions.

– uniform motion(straight): An object moves to (x, y, z) = (3,000, 1,200, 0)
from (x, y, z) = (0, 1,200, 2,000) at velocity of 3,000 mm/sec

– uniform motion(spiral) An object moves in a spiral by radius of 620 mm at
velocity of 3,000 mm/sec at center (x, y) = (1,000, 1,000)

– non-uniform motion: An object falls from the height of 2,000mm, then an
object describes a parabola (gravitational acceleration:g=9.8 m/s2)

The trajectory of the object is projected to the virtual image planes of each
camera. A 3D position is estimated by the proposed method described in section
2.1 using the projected point on the virtual image plane (u, v) of each camera.

3.2 Simulation results

Table 1 shows averages of estimation error with simulation experiments. The
unsynchronized method in Table 1 shows the result of stereo vision by corre-
sponding points in time delay using two cameras, and the synchronized method
shows the result of general stereo vision with no time delay. In the case of using
two cameras, it is clear that the proposed method(type A) has a better result
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Table 1. Average of absolute errors in 3D positions [mm]

method fps
uniform

non-uniform
straight spiral

2cameras
unsynchronized 60 23.2 21.4 16.2
synchronized 60 0.03 0.14 0.12

type A 60 1.1 2.2 1.8

3cameras
type A 90 1.1 2.0 1.7
type B 60 0.2 0.5 1.5

linear prediction 60 0.2 1.4 4.4

than the unsynchronized method, and its accuracy is close to the synchronized
method.

Linear prediction in Table 1 shows the result of linear prediction using the
past two positions calculated by stereo vision. Comparing type B to linear pre-
diction, it is clear that type B has better accuracy because constraint from ray
information decreases the error generated by linear prediction. In the simula-
tion experiment of non-uniform motion, type A has better accuracy compared
to linear prediction even though the shutter timings of the three cameras are
different. This is why the time interval of the shutter timing is small (δ = 1/90
sec).

4 Experiments using real cameras

We evaluated our method using real data in the same way as the simulation
experiments.

4.1 Configuration of vision system

Figure 4 shows the camera placement of our vision system that uses three cam-
eras, camera1, camera2 and camera3. These cameras are mounted at a height of
2,800 mm, and each camera has a view of an area of 2,000 × 3,000 mm. Each
camera is calibrated using corresponding points of world coordinates (xw, yw, zw)
and image coordinate (u, v) [8]. The shutter timing of each camera is controlled
by a TV signal generator. Three frame grabbers for the three cameras are in-
stalled on a PC. Our hardware specifications are described as follows:

Process-1, process-2 and process-3 analyze images from camera1, camera2
and camera3 at every 1/30 second respectively. The analyzed results such as
(ui, vi) and the time instant at which the analyzed image was captured are sent
via UDP interface to process-4 that calculates the 3D positions of the object.
There is negligible delay due to communications among processes because this
work is done on the same computer.

4.2 Experiments

Figure 6 shows results of recovering the motion of a hand-thrown ball for about
1.5 sec. Figure 6(a) shows that the numbers of plotted points is 135. This indi-
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<Hardware Specifications>

- PC (DELL PRECISION 530)
       CPU 
          (XEON DUAL PROCESSOR 2.2GHz)
       MEMORY
          (1.0GB)
- CAMERA 
      (SONY XC-003)    3
- FRAME GRABBER 
      (ViewCast Osprey-100)    3
- TV SIGNAL GENERATOR 
      (TG700 + BG7)

×

×

Fig. 5. Hardware specifications
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Fig. 6. Results of 3D position measurement

cates that the speed is the same as 90 fps camera. Figure 6(b) shows that the
numbers of plotted points is 90, which is same as 60 fps camera.

As an evaluation for the accuracy of estimated 3D positions, we used a
turntable and a ball as shown in Figure 7. A ball attached on the edge of
ruler(1,000 mm length) makes a uniform circular motion with a radius of 500
mm. The turntable is placed on a box at the height of 500 mm, and the ball’s
height from the floor is 660 mm. The turntable rotates at a speed of 45 rpm,
and its rotation speed per second is (45×2π)/60 = 0.478 radian.

(a) image from camera1 (b) image from camera2 (c) image from camera3

Fig. 7. Captured images of turntable
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Table 2. Average and variance of z values of 3D positions

average[mm] variance

type A 664.5 2143.7

type B 662.3 112.0

Table 2 shows the average and variance of the 3D position on the zw axis for
both types. The average of the positions from the two methods was measured
within 5 mm from the actual height of 660 mm. We see that variance of type B
is smaller than type A, which is the same result as the simulation experiments.

5 Discussion and Conclusion

We proposed a pseudo stereo vision method using cameras with different shutter
timings. The method can output 3D position at 60 fps or 90 fps by adjusting
the shutter timing of three cameras. In three different shutter timings (type A),
90 points of 3D position for a sec are obtained because the proposed system
can output 3D positions at every shutter timing of the three cameras. In two
different shutter timings (type B), it is possible to calculate the 3D position at
60 fps with better accuracy.

In RoboCup small-size league, some teams have used multiple cameras to
get the robot’s position with better precision than one camera. From 2004, the
soccer field will become larger than the size that one camera can cover. Using our
method, high speed and 3D information of the overlapped area can be obtained.
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