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Abstract

Stereo vision systems have been proposed and used in
various fields. They require cameras to synchronize with
each other for tracking objects. In this paper, we present
a vision system which uses two normal, unsynchronized
cameras for calculating the 3D position of objects. The
unsynchronization in shutter timing of cameras is used
to process more images per second than a synchronized
camera system. 3D positions of an object are measured
as a crossing point of lines in 3D through the detected
position on the latest frame and estimated 3D position
calculated by past frames. This makes it possible for
our system to consist of two unsynchronized cameras
and allows for a PC to calculate the 3D position of the
moving object at 60 fps. This can be useful for control-
ling a robot as a fast visual feedback system.

1 Introduction

In many practical applications of mobile robots, a vi-
sual feedback system is required for planning the mo-
tion of the robot based on environmental information
obtained by sensors. In order to control robots precisely
and rapidly using a visual sensor, a fast vision system
with a high speed cycle of visual feedback is needed.
Also, the vision system should detect the precise 3D po-
sitions of the robot.

There have been three approaches to implementing
high speed vision systems. First, a vision board for de-
tecting colors has been designed [1]. Second, fast vision
algorithms using standard frame grabbers [3]. These
two approaches work to reduce the processing time for
vision, however they are not effective for implementing
the high speed cycle of visual feedback. Third, the use
of commercial vision systems that have the ability to
get high resolution with high speed have been uses [5].
The system process NTSC allows camera images at 60
fps rate with double buffering, but these systems are
expensive.

Furthermore, stereo vision is needed for measuring
the 3D position of an object such as a robot. Stereo
vision systems have been proposed and used in various
fields. They require cameras to synchronize with each
other for tracking objects.

This paper describes a vision system with two normal
unsynchronized cameras for calculating the 3D position
of objects at the rate of 60 fps. The unsynchronization
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Figure 1: Overview of our vision system

in shutter timing of cameras is used to process more
images per second than a synchronized camera system.
The 3D position is measured as a crossing point of the
line in 3D through the detected position on the image
at the latest frame and a 3D position is estimated by
calculating past frames.

The paper is organized as follows. In section 2,
we present the vision system using two unsynchronized
cameras. In section 3, we describe the method used for
measuring 3D position using an unsynchronized camera
system. Finally, in section 4, we describe some experi-
mental results of an object moving in at high speed and
show the effectiveness of our proposed method.

2 Vision system with two unsynchronized
cameras

2.1 Configuration of vision system
Figure 1 shows the camera placement of our vision sys-
tem that uses two cameras, c1 and c2 The cameras are
mounted on either side at a height of 2,800[mm], and
each camera has a view of an area of 2,000 × 3,000[mm].
The frame grabbers for the two cameras are installed on
a PC. Figure 2 shows the images captured by each cam-
era.

Process-1 and process-2 analyze images from camera
c1 and c2 at every 1/30 second respectively (Figure 1).
The analyzed results are positions (ui, vi) of objects in
the images at times when it was captured. The positions
are sent via UDP interface to process-3 which calculates
the 3D position of objects. These three processes work
on the same PC, so there is no delay during UDP trans-
port.
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Figure 3: stereo

2.2 Shutter timing of each camera
Each camera is calibrated using corresponding points of
world coordinates (xw, yw, zw) and the image coordinate
(u, v) [6]. Then, the rays l1 and l2, shown in Figure 3,
which pass through points (u1, v1) and (u2, v2) on each
image plane and are then calculated using the intrin-
sic parameters and extrinsic parameters of each camera.
The intersecting point P of two lines l1 and l2 is able
to be used to calculate the 3D position of the object in
world coordinates.

In the case of stereo vision, each camera’s images
have to be taken at the same time. Figure 4(a) shows
the synchronized shutter timing of both cameras. When
the cameras are not syndhronized, there is a time lag
between them (Figure 4(b)). The time delay δ depends
on the shutter timing of each camera.

3 3D position measurement with two un-
synchronized cameras

We propose a method for calculating the 3D position
taking into account the time delay δ which occurs when
using un-synchronized cameras. The 3D position in the
latest frame is estimated bu using the time delay δ and
the results from in the previous two frames. Moreover, it
is possible that our vision system processes 3D positions
as fast as 60 fps camera as a result of each cameras every
shutter timing (ti and t′i = ti+δ).

3.1 3D position estimation
Since the shutter timings of two cameras are not syn-
chronized, a general stereo vision will not work. So, the
3D position of an object is estimated as a crossing point
of the ray in 3D space from the latest image and a pre-
dicted 3D position is calculated from the previous two
frames.
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Figure 4: Shutter timing of each camera

Linear prediction of 3D position

As shown in Figure 5, the predicted position P̂ t =
[xw, yw, zw]T of the latest frame is calculated by the fol-
lowing equation using already measured positions P t−1

and P t′−1 in the previous two frames. Let δ12 be the
time interval between the start of process-1 and the start
of process-2 and δ21 be the time interval between the
start of process-2 and the start of the next iteration of
process-1.

P̂ t = P t′−1 + δ21vt−1, (1)

vt−1 = (P t′−1 − P t−1)/δ12

Note that Equation (1) is based on the analyzed im-
age of the latest frame from camera1. When an image
from camera c2 is being used, the suffixes of δ are cy-
cled. For the position estimation the Kalman filter [2, 4]
and spline curve fitting have been proposed. In this pa-
per, we just use the linear estimation because the time
interval δ12, δ21 is less than 1

30
second.

Prediction using constraints from ray infor-
mation
In order to decrease the prediction error, the 3D po-
sition is calculated once more using a restraint of a
ray in 3D space obtained from the latest image. Let
T 1 = [Tx, Ty, Tz] be a translation matrix from the origin
of the world coordinate to the optical center of camera1,
and r1

t = [xw, yw, zw]T be a vector which denotes the di-
rection of the ray, l1t , passing through the position on the
image coordinate (u1

t , v
1
t ) and the optical center of the

camera. The ray shown in Figure 5 can be expressed by

l1t = kr1
t + T 1, (2)

where k is a real number. Although Equation (1) pre-
dicts the 3D position accurately, the position may not
exist on the ray l1t as shown in Figure 5 because of its
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Figure 5: 3D position estimation

prediction error. In order to solve this problem, the 3D
position P 0

t is calculated by the following equation as
the nearest point on the ray l1t .

P ′
t =

(P̂ t − T 1) · r1
t

|r1
t |2

r1
t + T 1 (3)

Finally, P ′
t will be the 3D position of the object at

the latest frame. In case camera2 is the latest one, the
image of the 3D position is calculated in the same way
as mentioned above.

3.2 Re-calculation of 3D position at previ-
ous two frames

In order to obtain a more accurate 3D position P̂ t from
the latest frame, it is necessary to calculate the previous
3D positions P t−1, P t′−1 accurately using the calcula-
tion of the velocity vt−1 in Equation (1). There have
been two way of calculating P t−1 and P t′−1 as follows.

i. A method using 3D position P ′
t−1 and P ′

t′−1 cal-
culated by Equation (3) at every frame.

ii. A method be used on the re-calculation of the pre-
vious 3D position P t−1, P t′−1 at the latest frame
t.

In the case of the prior method (i), it is necessary to
set a initial value for the 3D position. Also, the predic-
tion error of P ′

t−1 and P ′
t′−1 may be propagated into

the latest position P̂ t in Equation (1).
Whereas, the latter method (ii) re-calcurating the

previous 3D position P t−1 and P t′−1 is more accurate
in the latest frame for decreasing the propagatable pre-
diction error. The algorithm of this re-calculation is
described as follows.

The predicted point of camera2 ( ˆu2
t−1,

ˆu2
t−2) corre-

sponding to the observed point (u1
t−1, v

1
t−2) is generated

by a basic interpolation as described in Figure 6.The
position of an object using image coordinates from each
camera is obtained sequentialy. However, the position
of an object using image coordinates from camera1 at
frame t (u1

t , v
1
t ) does not have a corresponding point

from camera2 at the same time needed to calculate the
3D position using stereo vision because of the unsyn-
chronization of the two cameras. Further, the 3D posi-
tion can be measured by the stereo vision using corre-

sponding points of ( ˆu2
t−1,

ˆv1
t−1) and (u2

t−1, v
2
t−1).
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Figure 6: re-calculation of position

Step1 Using two observed points in previous and the
following frame from t−1, a pseudo-corresponding

point from camera2 on frame t − 1 ( ˆu2
t−1,

ˆv2
t−1) is

interpolated by the following equation.

ˆu2
t−1 =

δ21

δ21 + δ12
(u2

t′−2 + u2
t′−1) (4)

ˆv2
t−1 =

δ21

δ21 + δ12
(v2

t′−2 + v2
t′−1) (5)

Note that the intepolated point is middle when the
time interval δ12 is equal to δ21.

Step2 Calculate the epipolar line e2 on the image from
camera2 using the corresponding point (u1

t−1, v
1
t−1)

from the image from camera1. Then, the nearest
point (u′2

t−1, v
′2
t−1) from the interpolated point, cal-

culated by step1, can be set as a new corresponding
point for the image of camera2 at the frame t− 1.

Step3 A line in 3D l2t−1 and l2t−2 is obtained, so we can
measure the 3D position P t using stereo vision as
a crossing point of the two lines in 3D space.

These steps are repeated at the frame t′−1. Using a
re-calculated 3D position P t−1, P t′−1, the predicted 3D

position P̂ t from Equation (1) is calculated. The accu-

racy of the predicted 3D position P̂ t may have a lesser
prediction error because the previous two positions used
to predict are re-calculated from the positions of the pre-
vious and following frames and the epipolar restraint.

4 Experiments

4.1 Measuring positions circular motion
As an experiment of measuring 3D positions, we used
a turntable and a ball as shown in Figure 7. A ball
attached on the edge of ruler(100[cm] length) makes a
uniform circular motion with a radius of 50cm. The
turntable is placed on a box at the height of 500[mm],



Figure 7: A scene of the experiment with a turntable

and the ball’s height from the floor will be 650 [mm].
The turntable rotates at a speed of 45 [rpm], its rotation
speed per second is 45

60
2π = 0.478 radian.

The three methods of 3D position calculation are
evaluated how precisely the 3D motion of the ball is
measured.
(a)Stereo vision by corresponding points in time-
delay

When the latest image is from camera1, method A
determines stereo vision by (u1

t , v
1
t ) and (u2

t′−1, v
2
t′−1) as

corresponding points. (u2
t′−1, v

2
t′−1) is the point on the

image coordinated from camera2 at the frame previous
to the latest one. Therefore, the corresponding points
may contain the time-delay when the object moves fast.
(b)Proposed method 1

This method is described in section 3.2 (i). Method
2 uses the 3D points P 0

t−1 and P 0
t′−1 for linear predic-

tion of the 3D position using Equation (1).
(c)Proposed method 2

Method c is that recalculation of the 3D positions of
the previous two frames in order to reduce a prediction
error as described in section 3.2 (ii).

4.2 Experimental results
Figure 8 shows the experimental results for the 3D po-
sition of a ball making a uniform circular motion. The
radius of the circular motion is about 500[mm] at the
height of 650[mm] from the floor. Table.1 shows the
averages and variances of the radius measured by the
projection into xw-yw plane of the 3D circular motion.
We see from Table 1 that there is no significant dif-
ference among the three method because the radius of
the circular motion is 500[mm]. Table 2 shows the av-
erage and variance of the 3D position on the zw axis
as measured by the three methods. The average of the
positions from the three methods was measured within
4[mm] from the actual height of 650[mm]. The variances
are 482.3 with method (a), 234.0 with method (b) and
57.7 with method (c).

It is clear that the accuracy of method (a) is not good
because of the corresponding points for the stereo vision
contain a time-delay of 16[ms] using the unsynchroniza-
tion of the two cameras. From methods (b) and (c),
the pseudo corresponding point is generated from the
prediction in order to synchronize the two cameras, the
variances of methods (b) and (c) were less than the one
of method (a). We see from Figure 8 that method (c)
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(b) Proposed method 1
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(c) Proposed method 2

Figure 8: Results of 3D position measument

is the best. It shows a 30[mm] accuracy in position, be-
cause the positions for linear prediction are re-calculated
in order to make reduce prediction errors.

4.3 Time interval of cameras
Figure 9 shows the projected points into xw-yw plane
of the 3D circular trajectories of the ball’s motion mea-
sured by method (c). Points in each circle are labeled
from 0, 1, ... in time sequence. Theoretically, it takes
1.33 sec to rotate one turn and therefore 1.33× 60 ≈ 80
points are plotted in the turn for a 60 fps vision system.
We see from Figure 9 that the plotted points from 1.33
sec is 80. This indicates the speed is the same as the
fast (60 fps) camera.

The rotation angle between two consecutive points,
P i and � P iOP i+1 is 0.0785 [rad] when they are cap-
tured at 60 fps. Figure 10 shows the distributions of
� P iOP i+1. White triangles indicate a result of the 3D
position measurement when both camera’s shutter tim-



Table 1: Average and variance of radius
average[mm] variance

(a) 492.9 61.9
(b) 493.5 101.2
(c) 494.3 54.9

Table 2: Average and variance of z axis
average[mm] variance

(a) 647.3 482.3
(b) 646.7 234.0
(c) 647.5 57.7

ings are equally separated (δ12 � δ21 � 1
60

). Black trian-
gle indicates a result when two cameras shutter timing
are almost the same (| δ12 − δ21 |= 1

30
). In the case of

the time intervals of the shutter timings of two cameras
δ12 and δ21 are the same (δ12 � δ21 � 1

60
), and the av-

erage of the rotation angle is nearly equal to theoretical
value (0.0785[rad]).

From this, our proposed two camera vision system
has almost the same speed as 60 fps.

4.4 Processing time
This vision system is implemented on a PC with dual
Xeon processors. In our implementation, it takes 0.0026
sec for the vision process to calculate the ball position
from an image, and 0.00018 sec for the transmission pro-
cess via UDP within one PC. Therefore, this system can
determine the 3D positions of the object in 0.00413 [sec]
from the time the analyzed image was captured.

Our system does not have any synchronization mech-
anism to ensure that time interval δ12 and δ21 are equally
separated. The timing depends on the timing of each
camera shutter.

Figure 11 shows timing charts of the processes in the
case of (δ12 � δ21 � 1

60
). The timing for capturing and

analyzing images, δv, is required to be less than δ12 and
δ21.

When this requirement is satisfied, this system can
determine the 3D positions of the object at 60 times per
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Figure 9: Projected points on xw-yw plane
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second. When this requirement is not satisfied, the two
camera images are regarded as having been captured
simultaneously, and are used to normal the stereo vision
at 30 fps.

5 Conclusion

In this paper, we propose a method for calculating the
3D position of an object with two normal unsynchro-
nized cameras. The 3D position is measured as a cross-
ing point of the line in 3D through the detected position
from the latest image frame as well as from past frames.

We show that the re-calculation of the 3D position
from the previous two frames for linear prediction more
accurate. Our system, consisting of two unsynchronized
cameras and a PC, determines the 3D position of a mov-
ing object at 60 fps making use of the time lags of the
shutter timing between the two cameras. This system
can be useful for controlling a robot using a fast visual
feedback system.
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