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Pedestrian Attributes Recognition Using Rarity Rate
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SUMMARY Pedestrian attribute information is important function for
an advanced driver assistance system (ADAS). Pedestrian attributes such as
body pose, face orientation and open umbrella indicate the intended action
or state of the pedestrian. Generally, this information is recognized using
independent classifiers for each task. Performing all of these separate tasks
is too time-consuming at the testing stage. In addition, the processing time
increases with increasing number of tasks. To address this problem, multi-
task learning or heterogeneous learning is performed to train a single classi-
fier to perform multiple tasks. In particular, heterogeneous learning is able
to simultaneously train a classifier to perform regression and recognition
tasks, which reduces both training and testing time. However, heteroge-
neous learning tends to result in a lower accuracy rate for classes with few
training samples. In this paper, we propose a method to improve the per-
formance of heterogeneous learning for such classes. We introduce a rarity
rate based on the importance and class probability of each task. The appro-
priate rarity rate is assigned to each training sample. Thus, the samples in a
mini-batch for training a deep convolutional neural network are augmented
according to this rarity rate to focus on the classes with a few samples. Our
heterogeneous learning approach with the rarity rate performs pedestrian
attribute recognition better, especially for classes representing few training
samples.
key words: pedestrian attributes recognition, heterogeneous learning, rar-
ity rate

1. Introduction

In an advanced driver assistance system (ADAS) [1], object
recognition using the vehicle camera assists the driver in
decision-making under hazardous conditions. Generally, the
ADAS functions include pedestrian or vehicle detection and
traffic sign recognition. To prevent collisions between vehi-
cles and pedestrians, these detection technologies are a key
function for an ADAS.

The combination of the histogram of oriented gradient
(HOG) and the support vector machine (SVM) is a com-
mon approach for pedestrian detection [2]. The HOG fea-
ture focuses on the gradient of a local region and is robust
to small variations in pose. Following the work of Dalal,
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several related pedestrian detection methods have been pro-
posed [3]–[6]. With the proliferation of deep learning, the
convolutional neural network (CNN) has become a common
classifier for pedestrian detection [7]–[9].

To improve the ADAS, pedestrian attribute recognition
is one of the key functions. Pedestrian attributes are impor-
tant for supporting intelligent ADAS decisions. For exam-
ple, the orientation of a pedestrian’s body and face are no-
ticeable attributes. Such attributes are used to predict pedes-
trian behavior (e.g., aiding the ADAS in predicting that the
pedestrian will suddenly run in front of the vehicle). As an-
other example, more collisions between vehicles and pedes-
trians occur on rainy days than on sunny days [10]. Thus, the
attribute signifying whether a pedestrian has an open um-
brella is important in predicting and preventing these traffic
collisions.

The common approach is to train a classifier for each
task such as recognizing the body or face orientation and
other attributes. Unfortunately, this is inefficient because
the computational cost of training and testing increases with
increasing number of tasks. To address this problem, multi-
task learning [11], which trains a single classifier to carry
out multiple tasks, is used. A CNN trained using multi-task
learning has units outputting the recognition results corre-
sponding to each task. Thus, a single neural network clas-
sifies multiple tasks simultaneously, and the computational
cost does not vary according to the number of tasks. If it
recognizes multiple heterogeneous tasks, which consist of
regression tasks and recognition tasks, heterogeneous learn-
ing can recognize their tasks. Heterogeneous learning can
train a classifier to perform multiple heterogeneous tasks by
selecting the error function of regression and recognition.

Several methods have proposed the use of heteroge-
neous learning [13], [14]. In this paper, we consider detect-
ing multiple pedestrian attributes using simultaneous recog-
nition and regression tasks with heterogeneous learning, as
shown in Fig. 1.

To train the classifier with heterogeneous learning, it
is necessary to prepare a dataset where samples have mul-
tiple labels for each task. Typically, the number of samples
for each class of each task is unbalanced, and it is difficult
to construct a dataset such that each class of each task has
an equal number of samples. The performance of a CNN
trained by heterogeneous learning tends to significantly de-
teriorate for classes with few samples. This problem is in-
herent in the training process of the CNN. Mini-batch is a
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Fig. 2 Deep convolutional neural network for heterogeneous learning

Fig. 1 Recognizing pedestrian attributes using heterogeneous learning

common approach used to update the CNN parameters by
backpropagation with the error of the subset that contains
few training samples. In traditional mini-batch approaches,
the training samples are chosen randomly from the training
dataset. The probability of choosing a training sample from
a class with few samples is lower than the probability of
choosing a training sample from a class with many samples.
Thus, the performance of classes that consist of few sam-
ples is likely to be worse because it is difficult to choose the
training samples equally.

In this paper, we propose a new mini-batch selection
approach that introduces the rarity rate of training samples
to alleviate the above problem. First, we use the rarity rate
to prepare the subset to reach a balance between the com-
mon and rare samples accordingly. The rarity rate is based
on the ratio of the number of samples in the classes corre-
sponding to each task. The probability of choosing the sam-
ples from a class with few samples is increased in the subset
compared with using a traditional mini-batch. The samples
chosen according to the rarity rate are subjected to data aug-
mentation to increase variation. Then, we select mini-batch
candidates randomly from the augmented subset and select
one mini-batch that appropriately represents the rare sam-
ples. The heterogeneous learning with CNN using our pro-
posed mini-batch creation method improves the recognition
performance for classes with few samples.

2. Pedestrian Attribute Recognition Using Heteroge-
neous Learning CNN

We categorize the related work into pedestrian attribute
recognition and heterogeneous learning. In the following
subsections, we describe the related methods in these cate-
gories and then further discuss the problems with existing
heterogeneous learning CNN methods as applied to pedes-
trian attribute recognition.

2.1 Related Pedestrian Attribute Recognition Work

Pedestrian detection is one of the important ADAS func-
tions. Dalal proposed an impressive pedestrian detection
method that uses the HOG and SVM [2]. The HOG ex-
tracts the gradient value rather than pixel values, thus, it is
robust to pedestrian appearance variations. The features de-
rived using the HOG have been proposed in many publica-
tions [3]–[6].

Since Krizhevsky successfully achieved object recog-
nition using a CNN [20], the deep learning architecture has
been widely applied in computer vision and pedestrian de-
tection in particular [7]–[9]. Hosang used AlexNet, a com-
mon deep learning architecture, for pedestrian detection and
achieved impressive performance [9]. The aforementioned
work also analyzed the performance for a number of train-
ing samples.

Pedestrian attribute recognition is also one of the most
key functions in an ADAS and is a significant factor in re-
ducing collisions between vehicles and pedestrians. Ricci
proposed a method to estimate the body and face orienta-
tion from RGB and stereo images [22]. This method uses
employs a dynamic Bayesian network for estimation and
each input region is extracted using tracking on a sequence
of stereo images. Bearman proposed human pose estima-
tion and joint position detection using a CNN with hetero-
geneous learning [23]. While this method attains high pose
estimation performance for complex human poses, the net-
works for body pose detection and joint position estimation
are constructed individually.
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2.2 Heterogeneous Learning

Performing recognition or estimation for multiple tasks re-
quires the construction of classifiers corresponding to each
task. This is time-consuming during training and testing,
and the computation time increases with increasing num-
ber of tasks. One of the methods developed to address
this problem is heterogeneous learning. One of the meth-
ods developed to address this problem is multi-task learn-
ing. Multi-task learning performs multiple tasks in a single
network. Heterogeneous learning, a specific type of multi-
task learning, can train multiple regression tasks and recog-
nition tasks in a single network. A CNN trained for het-
erogeneous learning has units that output the recognition re-
sults corresponding to each task. The computational cost
does not directly depend on the number of tasks. Zhang
proposed a method to perform multiple tasks such as facial
point estimation, gender classification, face orientation esti-
mation, and glasses detection [14]. While this method esti-
mates multiple task, its main purpose is to improve the per-
formance of the primary task, such as facial point detection.
It thus assigns weighted loss functions to each task. When
the loss decreases sufficiently, the training of the task is ter-
minated earlier to avoid overfitting to a specific task. This
establishes the effectiveness of heterogeneous learning for
attribute recognition.

During the pre-processing to train the CNN, the train-
ing samples are augmented. Data augmentation is a com-
mon strategy to increase the number of training samples
using translation and scaling. After data augmentation, M
training samples are chosen randomly to form the mini-
batch. In mini-batch training, the error E is calculated and
backpropagated to update the parameters of the network. At
each backpropagation [25] iteration, the samples in the mini-
batch are selected randomly from the augmented dataset.
When the CNN is trained with heterogeneous learning, the
recognition and regression tasks are combined in a single
network and each task has an independent loss function. The
cross entropy in Eq. (1) and the mean squared error in Eq. (2)
are used as the loss functions of the recognition and regres-
sion tasks, respectively.

EClassi f ication
m,t = −yt log ot (1)

ERegression
m,t =‖ yt − ot ‖22 (2)

Note that, o and y mean labels and response for each
task, respectively. The errors Em,t of the sample m for all
tasks {t|1, . . . ,T } are accumulated and propagated once per
iteration in Eq. (3). The parameters θ of the CNN are up-
dated by using the differential of the accumulated error with
the training coefficient η. In this paper, we use a heteroge-
neous learning CNN to classify pedestrian attributes such as
pedestrian part detection, body orientation, face orientation,
gender, and the presence of an open umbrella, as illustrated
in Fig 1.

Fig. 3 Relationship between the number of training samples and accu-
racy for each task

θ ← θ + Δθ

= θ − η∂
∑M

m=1
∑T

t=1 Em,t

∂θ
(3)

2.3 Drawbacks of the CNN with Heterogeneous Learning

A CNN trained by heterogeneous learning typically shows
poor performance for classes with few samples. Figure 3
shows the relationship between the number of training sam-
ples and the accuracy for each task. The accuracy for the
classes with few training samples is lower than that for the
classes with more training samples.

This is a characteristic of the training process of the
CNN. The samples belonging to classes with many samples
are selected in the mini-batch, and the error is propagated
frequently. However, the error of a class with few samples
is rarely propagated. As a result, the performance of these
small classes deteriorates. This problem corresponds to the
different sample distributions in each class of each task.

Studies on imbalanced data in deep learning have been
conducted extensively [15]–[19]. In previous works [17]–
[19], a weighted loss function was applied to a CNN in train-
ing to address the problem of unbalance data. Weight was
defined in these studies using the number of samples of par-
ticular class. Huang proposed quintuplet learning with the
associated triple-header loss that preserves locality across
clusters and discrimination between classes [16]. These pre-
vious works are defined the weight of the cost function or of
the minority class and majority class using the number of
training samples in the training dataset. However, it is dif-
ficult to adopt this number of training samples into training
because CNN are trained using a few sample mini-batches
in one back-propagation. We represented the rarity rate with
the frequency of training samples, unlike in the work by
Huang, in which it is work of represented by minority and
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Fig. 4 Definition of the rarity rate

majority class. We were able to efficiently select a few sam-
ple of mini-batches using this rarity rate.

3. Proposed Method

To improve the performance for classes with few samples,
we propose a method using a rarity rate assigned to each
sample. The samples forming the mini-batch are chosen
based on rarity rate. Note that we refer to samples from
small classes as rare samples and samples from large classes
as common samples. In conventional mini-batch creation,
the performance for the rare classes is worse because of the
random choice of training samples. The proposed method
improves the performance for these classes by increasing
the number of choice times that for rare samples are chosen
by using the rarity rate.

First, we define the rarity rate for each training sam-
ple {n|1, . . . ,N}. Then, the training samples n are augmented
according to the rarity rate. By using the rarity rate, the rare
samples are augmented to give many samples. In contrast,
the augmentation of common samples is suppressed so that
there are only a few common samples.

After data augmentation, the samples are chosen ran-
domly to form the mini-batch. We create several mini-
batches as mini-batch candidates and select one that has an
appropriate sample balance. The network is trained and its
parameters are updated using the selected mini-batch. New
mini-batch candidates are created and selected at each iter-
ation. The following subsections provide detailed informa-
tion about these algorithms.

3.1 Definition of Rarity Rate

The rarity rate of a training sample n is a quantitative value
signifying the rarity of the corresponding class in each task.

Figure 4 shows the process to assign the rarity rate to a train-
ing sample. Each training sample has labels for each task. In
this case, the chosen training sample has four labels which
are left body orientation, left face orientation, female gen-
der, and no umbrella. These ratios of the training samples in
each class for the task t are calculated from these attribute
labels for all training samples. The rarity rate Rn of a train-
ing sample is defined by Eq. (4).

Rn =

T−1∑
t=1

(
1 − pn,t

) ·
√

1 − pmin
t

pmax
t
/T (4)

Note that pn,t is the ratio of training samples in the
corresponding class for task t. pmin

t and pmax
t are the mini-

mum and maximum ratios of training samples, respectively.
The first term in Eq. (4) indicates the rarity rate of the cor-
responding class. The second term indicates the deviation
between the classes in the task t.

If a training sample belongs to a class with few train-
ing samples, the rarity rate of the first term increases. In
contrast, if the training sample belongs to a class with many
training samples, the rarity rate of the first term decreases.
The deviation of the training samples of the task is obtained
from the ratios of training samples in each class. It is de-
fined by the classes that have the minimum and maximum
number of training samples. To suppress the deviation be-
tween classes, the ratio of the class with the most training
samples is normalized to one.

3.2 Data Augmentation Considering the Rarity Rate

Because the random choice probability of rare samples is
lower than that of common samples, traditional mini-batch
creation severely under-represents rare samples. While data
augmentation can increase the number of samples, the num-
ber of both rare and common samples are increased equally
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Fig. 5 Data augmentation considering rarity rate

using a conventional approach. Thus, our proposed method
applies data augmentation based on the rarity rate. We
thereby augment rare samples and suppress the augmenta-
tion of common samples, as shown in Fig. 5. In addition, we
did not perform transformations such as mirroring, which
change in particular the class that the sample belonged to
due to data augmentation. This could result in an augmented
dataset that includes equal numbers of training samples for
each class for each task. The augmented number of samples
S n is defined using the rarity rate Rn as shown in Eq. (5).

S n = Rn · A + 1 (5)

A is the maximum augmentation number for increas-
ing the number of training samples by data augmentation.
The augmentation of the common samples by the number of
augmented samples corresponding to the rarity rate is sup-
pressed. The probability of choosing a rare sample choice is
thus increased.

3.3 Selecting the Mini-Batch Candidate

To select the mini-batch with the appropriate sample bal-
ance, we create several mini-batch candidates. Each mini-
batch candidate is constructed by choosing samples at ran-
dom from the augmented dataset described in the previous
subsection. The rarity rate for mini-batch candidate RB

k is
defined based on the total rarity rates of the chose sample
Rm as shown in Eq. (6). K mini-batch candidates are consid-
ered to have been prepared with the rarity rate.

RB
k =

M∑
m=1

Rm (6)

Mini-batch candidates are sorted by their rarity rates RB
k

and the one with the median rate is selected. Mini-batch can-
didates with high rarity rates include many rare samples, and
mini-batch candidates with low rarity rates include many
common samples. The mini-batch with the median rarity
rate has a balance of rare and common samples.

Fig. 6 Creating candidate mini-batches

Algorithm 1 Training algorithm of proposed method
1: Data: Training dataset D = {(xn, yn)}Nn=1
2: // Assign rarity rate to training samples
3: for 0 to N do

4: Rn =
∑T−1

t=1
(
1 − pn,t

) ·
√

1 − pmin
t

pmax
t
/T

5: S n = Rn · A + 1
6: for 0 to S n do
7: Increase number of training samples using data augmentation
8: end for
9: end for

10: Data: Training dataset after data augmentation
D′ = {(xn′ ,Rn′ , yn′ )}N′n′=1

11: while not stopping criterion do
12: // Assign rarity rate RB to mini-batch
13: for 0 to K do
14: Create mini-batch by choosing M training samples from training

dataset D′.
15: RB

k =
∑M

m=1 Rm

16: end for
17: Select mini-batch with median RB

k value.
18: Calculate training error by inputting selected mini-batch into the

CNN.
19: Update weight filter and connection weight by backpropagation.
20: end while

3.4 Training Algorithm of the Proposed Method

Algorithm 1 is the training algorithm of the proposed
method. First, it calculates the rarity rate Rn of the train-
ing sample in the dataset D = {(xn, yn)}Nn=1. It defines the
number of augmentation samples S n according to the rarity
rate Rn of training sample n. Then, it applies data augmen-
tation to the training sample. The augmented dataset D′ =
{(xn′ ,Rn′ , yn′ )}N′n′=1 is prepared. The CNN is trained by back-
propagation using the mini-batch approach. It creates K
mini-batch candidates and calculates their rarity rates RB.
The candidates are sorted by the mini-batch rarity rates. The
mini-batch candidate with the median rarity rate is selected
as the mini-batch to use for the training at this iteration. The
training process of the heterogeneous learning CNN pro-
ceeds as described in Sect. 2.2.

4. Experiments

We evaluated our method for multiple tasks with datasets



FUKUI et al.: TRAINING OF CNN WITH HETEROGENEOUS LEARNING FOR MULTIPLE PEDESTRIAN ATTRIBUTES RECOGNITION USING RARITY RATE
1227

Fig. 7 Performance of proposed method with varying parameters

that are unbalanced in the number of samples for each class.
In the experiments, we investigated the best parameters for
our method and compared the results with of other methods.
The parameters of our method are the maximum number of
augmentation samples A and the number of mini-batch can-
didates K. Changing the parameter A shows the effect of
data augmentation based on the rarity rate. K shows the ef-
fect of selecting a mini-batch from a particular number of
candidates. Once the optimal parameters were selected, we
compared the performance of our method with that of con-
ventional methods. The comparison methods are:

• Recognition of each task using individual CNNs,
• Recognition of all tasks by a single CNN trained by

heterogeneous learning,
• Recognition of all tasks by the proposed method.
• Evaluation of applying the proposed method for

VGG16 [21].

To compare performance, we evaluate all methods with
varying mini-batch sizes M of values {5, 10, 20}. The com-
parison dataset consists of 82,364 pedestrian images that
were taken from a vehicle camera. In addition, we divided
these images into 45,581 training samples and 36,783 test
samples. Each pedestrian image is labeled for five tasks:
pedestrian part position, body orientation, face orientation,
gender, and open umbrella recognition in Fig. 1. These ra-
tios of training samples in each task are shown in Fig. 3.

Table 1 Detail of our original CNN

Layer name Detail Size

Input Gray scale image 1 x 64 x 128
conv.1 5 x 9 x 32 60 x 120 x 32

maxout 1 2 60 x 120 x 16
pool.1 2 x 2 30 x 60 x 16
conv.2 3 x 5 x 16 28 x 56 x 16

maxout 2 2 28 x 56 x 8
pool.2 2 x 2 14 x 28 x 8
conv.3 3 x 5 x 64 12 x 24 x 64

maxout 3 2 12 x 24 x 32
fc.1 sigmoid 3000
fc.2 sigmoid 2000
fc.3 sigmoid 1000

Output heterogeneous 18

The class with the fewest samples is “open umbrella” in all
of the tasks. The performance of each task except the sep-
arate pedestrian part detection is evaluated according to the
recognition rate. For pedestrian part detection, we evaluate
the localization error as a fraction of the head-to-toe dis-
tance (this is invariant with respect to the actual size of the
images). A point has been correctly detected if the pixel
error is lower than 10% of the head-to-toe distance.

In this experiment, we used an original CNN that con-
sists of three convolutional layers and three fully connected
layers, as shown in Table 1. The total number of iterations to
update the parameters is 500,000, and the training ratio η is
set to 0.001. We evaluated each method five times to smooth
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Fig. 9 Comparison between conventional methods and proposed method.

Fig. 8 Number of training samples used in conventional methods and
proposed method

variability and calculated the standard deviation. In addi-
tion, we set the same initial parameters for all methods.

4.1 Performance for Varying Parameters

We evaluated the performance as we varied the maximum
augmentation samples A and the number of mini-batch can-
didates K. Figure 7 (a), (b) show the recognition perfor-
mance of the proposed method with varying A and K, re-
spectively. The accuracy is the average from five runs, and
the error bar denotes the standard deviation. Figure 7 (a)
compares the recognition rates when the parameter A is
{5, 15, 25}. We also evaluated the effect of varying pa-
rameter A with and without the rarity rate. When we set
the A to 5, we obtained the best performance and this im-
proves the accuracy of the rare class “open umbrella” by
about 5.5%. However, the accuracy of the classes “body
orientation is front” and “face orientation is front” and “fe-
male gender” are lower than with the conventional method.
These classes have the fewest training samples in the body
orientation task, face orientation task, and gender task, re-
spectively, because it is assumed that the deflection between
classes in “open umbrella” is about 10% more than that in
other tasks. Figure 8 shows the number of training samples
used in the training. When the number of training samples

increases to 25, the best performance is achieved with the
conventional method. In contrast, when we set the maxi-
mum augmentation sample parameter A to 5, the best per-
formance is achieved with the proposed method. As shown
in Fig. 8, the conventional method uses about 1.1 million
training samples. The conventional method are evenly aug-
mented all training samples using data augmentation at {5,
10, 25} times. However, the proposed method uses about
0.4 million training samples. This means that the proposed
method reduces the number of training samples by more
than half by suppressing the unnecessary common samples
that would otherwise be increased by data augmentation. As
shown in Fig. 7 (a) and Fig. 8, in the proposed method, it
is easy to choose the rare samples by suppressing the aug-
mented common samples.

Figure 7 (b) shows a comparison of the recognition
rates as the parameter K varies between {1, 5, 15, 25}. In this
experiment, we evaluated by fixing A = 25 in Fig. 7 (b). For
this reason, the performance when A = 25 is better than the
performance with other values of parameter A when chang-
ing the parameter K. When K is set to 15, the best perfor-
mance of about 74.18% was achieved. In addition, it is pos-
sible to suppress the standard deviation by half by increasing
the number of mini-batch candidates K. While the perfor-
mance of the classes “body orientation is front”, “face ori-
entation is front”, and “female gender” are lower than with
the conventional method, as shown in Fig. 7 (a), the perfor-
mance of these classes is improved to be equal to or higher
than the conventional method by changing the parameter K
to 15. It is easy to input a mini-batch that has moderate
“body orientation is front”, “face orientation is front”, and
“female pedestrian” to a CNN by increasing the number of
candidate mini-batches K.

4.2 Performance Comparison for Multi-Task Classifica-
tion

In Fig. 9, we compared the performance of our proposed
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Fig. 10 Evaluation performance of VGG16

Fig. 11 Comparison of example pedestrian attribute recognition using conventional method and pro-
posed method

method with single task learning and heterogeneous learn-
ing. We show the recognition rates as the parameter M
varies within {5, 10, 20}.

Figure 9 shows that the CNN with heterogeneous learn-
ing is superior to the single task approach for pedestrian part
detection. In particular, the detection performance of the
CNN with heterogeneous learning improves by more than
10% for both legs compared with the single task approach.
The body orientation attribute is supported by part detec-
tion, especially the detection of the legs, because the part
position and body orientation recognition can be performed
simultaneously. The proposed method improves the perfor-
mance for rare classes by applying the rarity rate to hetero-
geneous learning. When we evaluated the various values of
mini-batch size M, the conventional heterogeneous learn-
ing achieves its best performance with M equal to 20. Our
method achieves its best performance with M equal to 5.

Figure 10 shows the performance of applying the
proposed method when applied for VGG16. In this ex-
periments, parameters A and K of the proposed method
are 25 and 15. When we compare the performance of
CNN, VGG16 and proposed method, VGG16 with proposed
method is the best performance in an accuracy of all tasks.
In the classes of low training sample, the proposed method
is better accuracy than conventional VGG16 except “body
orientation is back” and “face orientation is back”. In partic-
ular, “open umbrella” performance improves by more than
50% for VGG16 with the proposed method. However, when
we compare the performance of CNN and VGG16 with the
proposed method, do not improve performance of “body ori-
entation is back”, “face orientation is front”, “face orienta-
tion is back”, “gender is male” and “open umbrella”.

In Fig. 11, we show the recognition results. The cir-
cles at the head and feet denote the orientation of the face
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and body, respectively. The green points are the detected
part positions at the head and legs. The color of the bound-
ing box indicates the gender (blue is male and red is fe-
male). In addition, when an open umbrella is detected, an
umbrella icon is shown at the bottom-right. As shown in
Fig. 11, both conventional heterogeneous learning and the
proposed method can recognize multiple tasks for various
pedestrian poses. However, the conventional method has
difficulty recognizing classes with few samples such as “fe-
male pedestrian”, “body orientation is front”, “face orienta-
tion is front”, and “open umbrella”. The proposed method
improves the performance for these classes. In particular,
the class “open umbrella” is significantly improved with re-
spect to the conventional method.

5. Conclusion

In this paper, we proposed a method to improve the perfor-
mance of heterogeneous learning of multi-task pedestrian
attribute recognition for classes with few samples. We as-
signed a rarity rate to each training sample to determine the
number of augmentations such that rare samples are aug-
mented more. In addition, we created multiple mini-batch
candidates from the augmented datasets and the candidate
that has an appropriate balance between common and rare
samples is selected as the training mini-batch. As a result,
the proposed method improves the recognition performance
for classes with few samples. By introducing the rarity rate
during data augmentation, the proposed method reduces the
number of training samples by half.
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