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Method 5 frame 10 frame 15 frame
B-1 B-4 M R B-1 B-4 M R B-1 B-4 M R
3DCNN 0.568 0.322 0.575 0.643 | 0.551 0.292 0.538 0.617 | 0.519 0.268 0.515 0.601
3DResNet | 0.459 0.197 0.446 0.559 | 0.448 0.173 0.439 0.547 | 0.457 0.180 0.449 0.534
VTN 0.583 0.337 0.578 0.565 | 0.412 0.142 0.378 0.537 | 0.379 0.099 0.377 0.471
ViViT 0.524 0.266 0.538 0.592 | 0.540 0.285 0.551 0.603 | 0.549 0.274 0.559 0.611
Ours 0.610 0.363 0.635 0.668 | 0.617 0.382 0.646 0.675 | 0.631 0.388 0.649 0.677
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Input image (t = 1)

Action:  Ground truth :
Straight  Straight ahead following the yellow car.
3DCNN :

Straight ahead following the black car.
3DResNet :
Straight at the intersection, following the white car.
VIN:
Straight ahead, following the red car currently.
ViviT :
Straight at the intersection where the black car is
located.
Ours ©
Straight ahead in the direction where the yellow car is
heading.
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Action : right

Output text :
Turn right at this
intersection, following
the black car in front.
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