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def compute_reward(self, action):
# ge

AN # get states
Task & Env. >| LLM > | pose = self.agent. pose
Descriptions

return reward
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Your task:
- Write a reward function.

RL task: @

- PushChair-v1 (ManiSkill2)
- Use a dual-arm mobile robot.

- Push the chair to the marked position.
Available variables and functions:

- base_Link.pose.p: world position of the robot
- base_velocity: linear velocity of the robot

@NG
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Goal: if not in_contact:

Error Log
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Reward Function T

RL Log

def compute_reward(self, action):
i get states
base_xy = self.agent.base_link. pose
chair_p = self.root_Link.pose.p
chair xy = chair p[:2]

stage_reward += w_stgl * dict_chair

return reward
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