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Method 5 frame 10 frame 15 frame
B-1 B-4 M R B-1 B-4 M R B-1 B-4 M R
3DCNN 0.568 0.322 0.575 0.643 | 0.551 0.292 0.538 0.617 | 0.519 0.268 0.515 0.601
3DResNet | 0.459 0.197 0.446 0.559 | 0.448 0.173 0.439 0.547 | 0.457 0.180 0.449 0.534
VTN 0.583 0.337 0.578 0.565 | 0.412 0.142 0.378 0.537 | 0.379 0.099 0.377 0.471
ViViT 0.524 0.266 0.538 0.592 | 0.540 0.285 0.551 0.603 | 0.549 0.274 0.559 0.611
Ours 0.610 0.363 0.635 0.668 | 0.617 0.382 0.646 0.675 | 0.631 0.388 0.649 0.677
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HEEGEIE, FEF 10X 1.07Y, TRy 25100, Ny
FH 4 X 32, Dropout X 0.3 &5 3. ¥R TV
Y XAI21E AdamW ZHWS. TS DORER, R
FHEBIUR—ZF7 4 VFEOLTOETILTHR—F 5.
5.3 EEHVETE

BEFEBIUR—Z5 4 VFEOZEFTLTERZIN
T2 RN DREEICOWTERIFHGIC X - THEEITS. &
fifER %2R 1R T. FRED, #EFERIETO7L—24
BlzBWToFiEE ERIZ2EEEZZERLTED, 71—
LEDEM T 2138 X EEICKESH ELTWE Z e
R TE 3.
5.4 TEM4BVETE

BEFEBIUOR—ZX54 YFEOREFALTER SN
FRBAUI DWW TESERMNCHEM T 2. SFECBIF 2 EA
XAEMFEROFIZR 2 12R7F. FERELD, Groud Truth &
FD “yellow car” ZHULE LI2RNXZERTETY
5 HDIIERTFEOATH D, RBEYIRFAL 72> T

% B-1:BLEU-1, B-4 : BLEU-4, M : METEOR, R : ROUGE

%, R—=254 YFEIZBWTIE, RIIMEOE KX
W “black car” B L IXHEBNICEE LWL TP 27 b
ZEHLTED, NEUIRHHE RoTW5.

Input image (t = 1)

Action:  Ground truth :
Straight  Straight ahead following the yellow car.
3DCNN :

Straight ahead following the black car.
3DResNet :
Straight at the intersection, following the white car.
VIN:
Straight ahead, following the red car currently.
ViviT :
Straight at the intersection where the black car is
located.
Ours ©
Straight ahead in the direction where the yellow car is
heading.

X 2: BFIERITEBT 2 BAAERRGER

RIZ, BEFIRCBIT B2EAERIIBNT, HEHRED
Attention ZRFZEfS — > 275 7 FIZAf{t$ 3. Atten-
tion OR[HILIERZX 3 1TRT. MRED, 797 ETIE
“black car” IKEHLTED, EREBEAXDEHL TV
F I bVe—HT B, Fi, oA T
DOEEEY LTRRT 3N TES. LEN-T, EF
AR L 7B OHIWRILE 75 7 %8 L THERIZ
FHAARETH B Z L B RL TV A,
Input image (¢t = 4) Scene Graph and Attention Visualization (¢ = 4)

s

< (trafficiight
traffic light#

1.0gar 1.0

« trafficllight

. ) g
Py
3

Action : right

Output text :
Turn right at this
intersection, following
the black car in front.

3: Attention DA fR{LIER

6.50DIC

AWFETIX, Bl OHRFERD & BRI 2 B L,
EIRFICERN R RBRALEER T 2 FEERE L. BT
=X 7Y = MEBRERZERY -V 757 LTER
L, Graph-to-Text EF VI X D BNXEREIT- 7=,
72, GAT I X 2 EEIERO I & Attention FJHHILIZ
X ZHWIRILOFTEREFHIR Lz, FHMESEERCIX, 1REFiE
73 CNN % Transformer X— 2 ® Video Encoder % W
FR—Z254 YFELD EWHEELZRL, FHCELRD
HREICBOTEMEI RSN, 51T, EMNRETE
fllids & O Attention AJf LA S, EFIADEYILXRICHE
HLEANEERLTWS Z L ZiEZRL .

SHROBEE LT, XhEMRRESCZSHRERS >V
ANOMH 2 OFEMEDRFAEIZE T 5N S.

SE X

[1] V.Peter, et al.,, “Graph Attention Networks”, ICLR,
2018.

[2] Y.Jianwei, et al., “Graph R-CNN for Scene Graph Gen-
eration”, ECCV, 2018.

[3] T.Cheng, et al, “YOLO-World: Real-Time Open-
Vocabulary Object Detection”, CVPR, 2024.

[4] N.Aharon, et al., “BoT-SORT: Robust Associations
Multi-Pedestrian Tracking”, arXiv, 2022.

e

[1] H. Suzuki, et al., “Enhancing Navigation Text Generation
and Visual Explanation Using Spatio-Temporal Scene
Graphs with Graph Attention Networks”, ITSC, 2025.
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EHEYDBICFEN%1T S Mix-Geneformer (B9 35S

TR24010 FHEEH

L.IEL®IC

KRy —Fr sk b B—flloBEFHHEE LT
HTEsXockh, #MldZ e ORI RIREL 2o T
W3, f@fro Mz itly, MRk s 37201, HEEYE
% F W7z single-cell RNA sequencing (scRNA-seq) fi##t
FiEL LT, Geneformer[1] % Mouse-Geneformer|2] 732
RINTWD., Zhbik, Zhzhk b~ v RDEIET
HRENERE XE L LT, Transformer 12 & D %833
T, NHNRHRORERAZESRLTVWS. Z0%
B X DR LEEREHVWS Z 2T, MBS ES
in silico BEIR YO NRE R 7 TEWEREEZ TR LTV 3.
Geneformer B X Uf Mouse-Geneformer 1%, \WW3iLdH—
EVEENRE L2FRIFEEETALTH D, EYEE M
U7 f@tmEREETH 5. —77, EYREZ MR U 2@t o]
REL 24U, Y RATHROLNLMBIERE & - OFTICHE
AT, Al vt 2 DfEMERHANROM LA TE
3. FZTARMETIE, B b BT RD scRNA-seq
T — X EMEINCFE T 5 Mix-Geneformer #1855 5.
ZAUT KD, YR M U RS AT IR E 7L DOREER
A=k
2. RBEE% AW scRNA-seq f#th

scRNA-seq fi#dTIZ, KM —r >Hic &k b Mgz BH—
ML LU RE L CEHI L 7B A REEE D i, il
M D ZERIERIREEZA L 2 BT 3 2 FETH 5. scRNA-seq
fRRTICBI 28 e LT, AIUESRERGT, MR
TE T2 E DT TR BV TR E OB INTE S 2 BiHIH
%<, BAWNGRAL 7 ZHPETRT V. ZOFEICKHL,
et o BEML L AR R EEREOBEZ HN LTk
PREINTVS.

HEEZEZHOTHROREER 2EET2FEL L
T, Geneformer[1] ¥ & X Mouse-Geneformer|[2] 53425
ENTVWS. 25 Transformer % FH W72 scRNA-seq
fRMTFETH D, HileXE, BiFr -2 e LTk
S RICHED D 5. BARINICIE, SHldCBWTEBE TR
B L 2,048 [HDBEEF 2 L, FBHRENEIEYL 72
b2 B UTHIRSC 2 RS 5. ME T /UEWIRd
Masked Language Modeling (MLM) T & 2 FHi%~E %
WUT, MIlERSHER in silico fBHNIZ ¥ O RNRE 2 7 12k
HrRER R L EE L TWwb. —AT, ZTHHDET
NEBE—EYEO T — 22 HVTHAIFEE L TWE 10,
ARV T L 7o S R I IE R > TR L.
3.REF L | Mix-Geneformer

AWFFE T, V% M L 7RI A mIRE R e T LD HE
HEHRE LT, EFBLXUEYTAD scRNA-seq 7 — X
% [Fl—® Transformer T¥¥ 3§ % scRNA-seq i€ 7 1V
Mix-Geneformer #12%& 3 5%. b bBXIT 2D scRNA-
seq T—REMAELTHEE T T, EYWRBIKFELR
WillaRB OS2 HI5 S
3.1 Mix-Geneformer (CH5|T 3 FF1FY

Mix-Geneformer D FHa{%2¥ CTlk, Masked Language
Modeling (MLM) ¥ SimCSE #fHA&HETHWS. MLM
3, SIS B) 2 BETOMGREFE T 2700
CHEiH D ¥ETH 5. SimCSE 1&, I ="y FHNOM
X ELORBARMELZIEZ 270 DXHEEE TH 5. Mix-
Geneformer OFEFIEOBE 2K 112, HEEKEZR (1)
~(3) ITRT.

Liotal = LmLm + Lsimcse (1)
Lyim = — Z log P(x; | 2\ar;0) (2)
ieM

3 ’ K3

exp (sim(h(-l) h(-Q))/T)

N
1
Lsimcse = —— Zlog
N Z;\le exp (sim(hgl), h§2>)/7-)
®3)
R (2), B)KBVWT, M F—HEIRILEL =27 VD

1SS | S SAE

Mouse Human &
data((f data ]

] GeneA | CellB | - | CellN

— N —

cell sentence1

s =
Cell1 | 28 11 |~ | 18 | BiEFesme LARTE

s ) [carz | 54 |08 [~ ] 0a

(oo [mer] (1]

cell sentence2

MLMIZ &

cell sentence2
Trasformer|

15%0 =7 % L. .
SYHLETRY Encoder i TstmesE

<Ef  HEEEEIIS
Bl HEETRE TS

1: Mix-Geneformer O35 /515

G, sim(-, ) IZav A VELE, 1 I3REAIX-XTH
5. 1 (2) ® MLM 8% (Lvom) &, SRZ Lk =2 >
P 282 T T, MK NIZEBIT 2 R FRBIE
FOBREEFE T 5. K (3) D SimCSE #8%% (Lsimcsk)
12, E—DOHIIESCIH LT > a— XN DRI dropout
wEbigons 2 o0RMEHEERL, Z06 Z2IEHkh
LTS, SMfE LT, M—x=>ya—&% 2@
FrcEons B LY BXor? 2Efly L, F—
2=y FHOMORIKCENRT 2 KB (1)), %
L UTHIREE 2175 Z v T, HilEEOREERIEOFLE
RT3
3.2 ¥FF—42t v b:Mix-Genecorpus-50M
Mix-Geneformer D¥¥ 7 —Xty b2 LT, B +OD
scRNA-seq 7 —&t v FTH % Genecorpus-30M & ¥V
Z®D scRNA-seq 7 — &t v FTH % Mouse-Genecorpus-
20M Z#EA L, 95,000 TS SHERK T % Mix-Genecorp
us-50M Z1ER L 7=. Genecorpus-30M 3B & Uf Mouse-Gene
corpus-20M 1%, BEORHT -2ty P EHRAELTED,
R AR ATV S,

3.3 Epi¥E

ARWZE T, B b BLUETT AD scRNA-seq T —X %
F—OHEAFE T -2 LTIRDS 22T, AVEEMNL
TR AIRE R T TV OIER U HIN E 3 5. HRIEE T,
HDIAARE 256 Xtk L, 6 8D Transformer T/
a—&Z%ZHWv, MLM B XU SimCSE 1255 < i@y g %
MAGEHLETHEEEITo 7. MLM T, MlTstHo—ik
D =T %FTVRLMMIRRAZ L, FALDO =27 5T
D=2 2EFHTZ T, MIEXMCET 2 EETH
DOERMED2EE 2L L7, SimCSE 12 & 2 A28 T,
FEERFEB OFLEICHE O CELEEA TS 22T, &M
RS IA] L OFEMME %2 22 X . FHRIEEE, Ny FH A
X 8, warmupl0,000 27 v & &L 10 TRy 7 TfTo 7=
4. FHEiSZER

ARIFFETIE, Mix-Geneformer OFHii & LT, #HfaZE 5
JHY in silico BEERD 2 MEO NHA R 7 2175, &3
BucBWT, YN0, £V OMKEOFE
fliz1T5. WIFNDRRXAZIZBWTH, HFiEEHFA
@ Transformer I LT 10 TRy 7 D7 74 VFa—=
YT RATS.
4.1 fHRRESHRIC & 2 FTE

HREEL A 2 2 7 ClX, B—AYENOFHE: LT, FHHi
HEBEAETIUR LTIV RBLUL FOF—XTT 74
VFa2—=r2L, Geneformer 3 X UF Mouse-Geneformer
IR B E R LT 5. X512, VoMM E
Ml 2720, vV ROEIRT —XT7 74 v Fa—=V
JULIET AR FOEET— %12, b OFET—%T
T77A40Fa—=V I LEETAERY ADPIRT — X1
BWHAL, MR D€ FLORMFIRE UMAP ICXD



At 3. B1BEEE21Z, v vABLILL FF—&
BB DEBEERT
£ 1: ~ U ROMRAT S KERE

Organ Types Mouse-GF Mix-GF
Brain 15 96.9 97.6
Heart 11 97.8 97.7
Kidney 18 94.9 95.4
Large_intestine 7 93.1 94.6
Limb muscle 9 99.5 99.7
Mammary gland 7 99.0 99.1
Spleen 10 98.7 98.6
Thymus 6 97.0 97.6
Tongue 3 94.9 95.3
# 2: b b ORI RERG
Organ Types Human-GF Mix-GF
Spleen 6 98.9 99.0
Brain 6 96.8 97.7
Immune 10 94.4 95.1
Kidney 15 92.8 93.3
Large_intestine 16 92.7 93.4
Liver 12 91.1 91.2
Lung 16 93.4 94.3
Pancreas 15 93.0 93.5
Placenta 3 97.9 98.2

F£1BIUE2ID, v URBLIFE FOVWThDT—
ZIZBWTD, Mix-Geneformer 1IMERE TN & RFEM E
DREREZR L. ORI, BRoEYED 7 — £
ZEFICEEICHWS Z T, MRS EHICETES 3 25
TR L7 AREE R R LTV .

¥ 7, AV OBNTEZ P L /2 UMAP AIfi{bRG R %
21RT. M2 &b, AENReBRZ7—2T7 >
AV Fa—=V I LEEFALTH->TH, UMAP LCHillY
B IC—ERE S T RAXPTEELTWS Z & iR LTz,
ZDZ M5, Mix-Geneformer 3¥ VAL b DT —X&
ZERHICHFE T 2 2 2T, SR E NN L 7@ e RET
HBLRBEIND.

cell type cell type

®sEn AR
TR 8@l (LSEH)

UMAP2
UMAP2

(a) xVATFT —»t b (b) EFTFT >~ TR
DT — 2 AR L DK 7 — & "l 1L

X 2: EPfEOMEKIEIZES 3 52 UMAP Al LSRR
4.2 in silico EFEERIC K 5]

in silico BFEEH L1, a0 ¥ 12— & FTEGTFOIEE
BB THIBRE SR L, MRKE S BERE~ Lo
% L CHEREETERIET 2 FETH 3. in silico {BH)
FEROWEZX 3 12T

EEFAGEE
e T T P
BRI ® | mrranxs 088 | zirrcEEkl

e%° %°
T Gewen . Y o% | [ [ oonec
2 | cenes GeneB 2 | Gener
3 | GeneC R A 3 | GeneC | 3 | Genes
4 Gene D Ge D Wi Gene D

-loe 3[4 3
BEF OBHAT

3: in silico FBEIFER D HEE
ARERRTIE, NEBEFOIEMEZELXE 2 Z & THild
AR BEE 5 2, BERORNHRE L HEREOR
BERABOBMEEZEHT 2. 20 LT, HEKEANDZ(L
PREVEBETFrEE&EERTL LTRET 2 FIETE R
175, FHMEFEFEICIE, cosine_shift (1) B &L pvalue (})
W72, cosine_shift X a3 4 VHELEOELETH D,
IEQMEBKEVZE BRI O Ze 2 EEK T 2. ¥
7z, p-value I3FAGHHVE RN ZHME T 2468 TH D, A
T p < 0.05 ZMETHNICHER T 5.

AT, B—EYRENOFME LT, vV XD0LIE
TERF—RT I 74 VFa—=V P LEEFARHAN, v
2B B OIREREKAE D & IEFIREEAZ L X8 5 in silico
HE}FEEATS. 7, EYEH OO LT, <
TRADDRET - XTI 74V Fa—=V T LEET IV

b M ODREE T — KA L, (DBEEIRED S IEH
REEAZ(L X H 3 in silico {BENEERZ1T 5. BiHE DEERIT
BRTOHIR, #%EDERILEBRET OBEPBIFIIC X 3 ER
E{ToTWwW5. ZhoDEBICBWT, Mix-Geneformer
DEECHEL, EBROEWERTHEMNEDI MR I N/2E
fmFo—E%% 312, BHmI, B, B8ICEEREC
Bl 20 #ER %2 UMAP I X h al#lb L =#sR %
X 412777
£ 3: in silico BEIFEER TR I NGB TFO—E
TERET BET4

cosine_shift p_value

<R ALDOB 0.011 1.56E-2
~v R ALDH3B2 0.011 9.03E-3
[ MTRNR2L11 0.202 0.0
e b NAP1L6 0.035 1.66E-03
" emmH
| eEmikeE

| emE

omam
@ EmRIE
® %

() L FTFT LEEFL  (b) T9ATEFT LS
12 & % EER MW & B EER

X 4: in silico BEIFEERICB T 2 UMAP At

% 3, 45, SURABIUOR M —XTI774 Y
Fa—=VIZLEETLAOME L b2, BEROMEDRE
BN ABHIEG & LU U T HEEIRBRISED W e, cosine_shift
OEENFIHROZEMNMIE, K 4(a) IKBWTIEH 0.43, X 4(b)
WBWTIEN 0.05 TH D, FEEMN, EERIEHIE $IT in
silico BENEBRDO RN EMER L7z, —HT, B T —XT
T77 AV Fa—=V 7 LETNLTIE, UMAPIZKLS 7
I AXBOGEEN L DA TH b, EBEFRICB T 2 M
ORMEROZNEDRENZ L 2HERLE. g, <
AT =X THEE LIETLE L b T — RICEAT 22,
EVEOBNCERT 2 KX A V¥ vy TOFET 5 A]HE
HEREL TV, ZOEREMHT T, vVALE
FMETOF— X ERES, EEOBERMEAE DD D%
EEBTIDENPDHDEEZD.
5. 6HDIC

AT, b BT RAD scRNA-seq 77— X % [H
—® Transformer THATFE 3 % €7 /L Mix-Geneformer
PIRE L. MBS EE 2 2 27128\ T, Mix-Geneformer
ke Ve FFEL EoBEERRL, A—EMICBIT 3
HREDE IR MR L . £, SR ORI O FH &
LT, UMAP I X 2 RRBID AL 21T o 745 R, B
2EYFET I 74 v Fa—=VZ LETATH-TDH, —
ERED Y 7 X ZEPMFFFEINS Z 2 B/R LTz, insilico
BEFEBRICBWTH FAROEAZHEL, YV AT —&XT
T7 A4V Fa—=VZLETATHE PO in silico 8
BEBSEETH B, —HT, A—ROF—XTT 74>
Fa—= VI RIToMGE LT 2 Rk EN R SR
e, EYREOERSHERICEE S 3 alREE RS
b, BLEX D, Mix-Geneformer (X4=9)%E % KT L 7=
scRNA-seq NI AAIRET H 5 —77C, FRZERE X b Y]
WD 72D O FBRFEOBREF D SHROMETH 5. BIEH
WX, AYREOERIGER S 2HEORM, e M BLU~
T 2SN DEYFENDILIRDZETF 5.
BE K
[1] C. V. Theodoris, et al., “Transfer learning enables

predictions in network biology,” Nature, 2023.

[2] K. Ito, et al., “Mouse-Geneformer: A deep learn-
ing model for mouse single-cell transcriptome and
its cross-species utility,” PLOS Genetics, 2025.

DS
(1] PER#E A, L NFESR, PREREER, PR, B

5AE, ”Mix-Geneformer: Unified Representation
Learning for Human and Mouse scRNA-seq Data”,
IIBMP, 2025
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1. ZL®IC

ZEMERSIS B 2 RERNE, SRRSO, B
PEENICHEX -0 0EEREZEZH-TWS, £
EREEHBERT ST, HIEEORER T2 2ADH
BOEEETH 5. EMiam X FORIERDZ K R X
TREXNZ 120, N7 &xERIHEI L RERIO BENE
B RD 5NTWD. AutomaTikZ[1] 1&, KEESFEET
L (LLM) 7GR LT LaTeX @ TikZ RSy & —YDa—
RAERZITS 2 & TR ZEROBERAESEFEB L TH
5. L2L, AutomaTikZ \ZiZATD 2 DDMEDH 5.
() BXzo—RE2&La—FBERINZZe2H 5.
(i) ZERAERE ANBDPBIES 2121E TikZ Sy F¥ =Y O
PRI L 72 5.

AW T, EFIRRE BT 2 A2 L E ¥
3, fERY — T ANEDPEBRNCRERRERTERTH 2
XML ZRH e 3%, 2L T, MLLM ZHWR2EROH
FERFEERET 5. BHRMCE, =7 —0H#BIEL
EREROBORERTOMEREAT S, ZUTkD,
MBI R G 2R DD, BAERRZ ZERORZEX
PAENRAIEEL 125, £72, XNz XML IERORZER
EBEFOERY — L E TR IELE « L3R - HAENTE
3. 0D, MOER»SWRICE S RENRIEE T 0
2 DRRICHENT 5.

2. AutomaTikZ

Belouadi 5%, FIENZEMGE LT TikZ 2— FOH
FERTFIETH 5 AutomaTikZ ZHREL TV [1]. Au-
tomaTikZ (&, CLIP I & % H{§F % FRiEEHFEAD
LLaMA B LIzETNVE 7 74 ¥ Fa—=V T L, H
REEF Y I a v e BEMr 722 KOME{GD) S TikZ a—
REERT S, ZHUCED, 7FRAPROBEEEER
L7-EE 7 TikZ a— ROERERTREIC L TW 3.

ARMEREDFIICIE DaTikZ T — &ty AW SR
TWb. DaTikZ 1%, 4 ¥ Z—*v + Lo oIlNEIIE
12 FFH D TikZ a— R HASExF Y > a v ORT»
SRR EIN KT —&ty v THB. 7T—XIE, TeX
Stack Exchange D#%Fa, arXiv gwiXd TeX Y —X, B
UHEHND TikZ KIEEY A iy, ERMCHAZIN
TWARREY Y =2 BINEXNT WS, AutomaTikZ 13,
DaTikZ F— &+t v N2 HWT¥E 32 Z 2 T TikZ a—
FOHEENERERBTELTWS. LiL, ERNERD TikZ
KREINTVEESP, BT —%2&ba— FEERT
DBEDH DL Vo HEND B.

3. I#EFE: XML-Diagram Agent

R 2RO DR kI, TikZ % SVG 7
CEMBEADTFEL, ZhZnNEiR 2 HINCE S WTE
FFENTVWS. AutomaTikZ TR XN TW3 TikZ 1
TeX ADHE Sy 7 — D TH h SERFFERIADTEETH
5. oL, XEIEHETHD, ABIC X2 KDBIMELE
FX TikZ OFEMHRR DB 725, —H T, XML X/ —
FexzwI- 477 MERDPHBICOE XN -GG L
TR TE, draw.io D & 5 BRIEXY — N L CTENMMEIER]
HTH 3.

AWM TIE, 72U 5 XML ORZERELERT 2 7
L — L4V —27T®H% XML-Diagram Agent (XDA) %1%
3%. XDA X, 7RXEGFAERET N E MLLM % T
I —DEBIECKONEDNEL BEMNIITS 2T, &
ERNT7 ZERORERZER TS, XDADT7 L — A
V—I K 1IRT. K7L—L =3 TFTDEY 2 —
NEHAEDOETHEET 3.

Query Expansion

Query Expansion 352 61 7z27 ) 23, KM
By 2 EERHEE a7 AT S, 2Tk D,
B X DD WS R ERZ BIEDEY 2 —MITATIT

BRI | S SAE

Image Generator

¥EE KA

Query

C)mum

Query Expansion

Syntax Check H XML Corrector ]

E
Render XML X =
v
Visual Evaluator

1: XDADIZ7 L —LY—7

IR Generator

XML Converter

%, NOBEWWEENS XOERSEOM LG TE 2.
Image Generator

Image Generator (IG) Tl%, 71 ¥ 7 FXZEHGAERK
ETCAN LTI AXBROERZ AT 5. 2 2 TE
B U Ei§E, BROEY 2 — WA L TTHA Yk
HENEHRE LTIEMT 5.

IR Generator

IR (Intermediate Representation) Generator Tl&, 7
0y e 7 A RER) S RIOMRER P Z 1 6 OBk
277 7RBE LUTERT 2. Z4uckb, /—FPxy
TeWwo - EROMEM, HERBG, FEMEL 2RI
WREITZZeWTES. £/, IR Generator THEML
72277 7 KB, #%i#id XML Converter T XML @ K 7
7t EL—NR—=Z2DEFICFIT 5.

Visual Evaluator

Visual Evaluator T34 L7z XML 2L XU > 7L
72D, 7V T RXERITHE - TV B E R EIICET
fliL, FESPREREHMHT 5. FHMEERIZERSIECX
574 —FKnwrrLTHIaN, %D XML Corrector
Wit .

XML Corrector

XML Corrector Tld XML ¥ 7 2 XE{f% ¥ Visual Eval-
uator BN L7 4 — F N 730 AN L TRITELD,
W& L7 XML 24005 5. AL 7= XML IEAEEY —L
WKEoTHEXF =2y 7 BIUHEL YR Y I72ITV, Z0
FERZE O Visual Evaluator ICA T 5. ZOMNER K
B3 5ZeT, NOWENE X UCHRRENZEE 2 BRI
mEXE3.

ZZT, FRZEADEGR %R T % Image Generator
PIADEY 2 —012 MLLM 2FH3 5. &E&EMc7 1L —
LT =271, UE4DODFEI 2 —NIIMZTL—LR—
A TEET % XML Corrector & #ME8Y —L1iZ & % Sytax
Check, Render XML ZfA&HET, BFEN»2BEHEN
KXo —%WEL, NOMEEMLEXEE7 4 —F w2
IL—FIC ko THRENS.

4. FHEHRER

RETFEOEMEER LT 272012, BEXKIOERERE
DL EITS.

4.1. RERHE

IR Z1T S 722, B#EKD XML 7—X% A ~
Z—2v b EDSIEEL T DiagramXML 7 —&+t v b %
L 72, DiagramXML 1%, 4 > &X—%v + L SINE
L7z BN XML &, Sl SR E 5. 30,
XML 2L ¥ &Y ¥ 7 L TELNEHRICH LT GPT-40
ZHWTARK L. SO ¥ MOsEEZ AR
2025100 D227V 2K OREEL, 70 A LD
2a7THo7= 10 FE2FAT 5.




#£1: EFED

A R

Tk w/ 1G

CLIPScore

C-BLEU

DiagramEval

prec.

Node
recall

F1

prec.

Path
recall

F1

SR

Zero-Shot XML -
Zero-Shot graph -

71.38
85.61

5.760
6.332

0.601
0.859

0.480
0.708
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0.752

0.252
0.396

0.175
0.290
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0.300

0.69
0.99

XDA

84.79
87.32

6.060
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0.857
0.872

0.725
0.783

0.762
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0.516
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0.336
0.426
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a1y 10764

S
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GT Zero-Shot XML

N R
[

GT Zero-Shot XML XDA w/ IG

B 2: HFFHRIC &L DAERS NREN

4.2. EERIYFTE

ERBMFM T, BETFIETHS XDA ¥, 2 FED
Zero-Shot FiEE OB Z1TS. BIRNIZIX, Zero-Shot
prompting {2 & D XML %2 E#EER T % F7E (Zero-Shot
XML) &, HREEHRE LT 7 RIREAER L2412 XML
W 3 FE (Zero-Shot graph) ZFHWS. T 6DF
HFZBWTE, Wity MLLM & LT Qwen2.5-VL-72B-
Instruct EFNVEMHHAT 3. 72, XDA B3 IG TF|
M3 2EIRERE TN, gpt-image-1 BT AL TS, X5
12, XDA IZBIF 3 IG ORI ZTHEE S 57012 1G OH %
KB HITS. it LT CLIPScore, C-BLEU,
DiagramEval[2], AREPIZ (SR) ZHW 5.

FFEOFHERERER 1 1 RT. kD, CLIPScore
¢ DiagramEval OFHMi{EICIEH T2 &, IEFIETH D
IG » Y XDA 2SEfBE L ER L TVWS Z e PR TE
3. kb, SRAXEREREFVOMEEDERLDOD
HO®ERITS 2 2 TEMERNY ZIEARORLER % 4
TETCW5 Y EX5. %7, Zero-Shot XML 1Z2TDFE
ffit§4Z T Zero-Shot graph ## X 2fEEZERLTED,
BEENAERIZBWT Y7 7R HAPRER LTHWS 2
EREMNTH B Zehbhroi-.

X512, XDA B2 7 AXERERE T IVDOHEHEIZ
F2REICERTAL 1IG HH XDAXIG 2L XDA ¥
HEBL T2 ToOFMIEETEWREE R TR LTWS. 2k
D, SRAXREGEREFNVTERLEGEIICT 4 — 1
Ny Z P BIEEED B LU TERL RN, D EmE
REERELERTETVWD VR 5.

PIEXD, BFETHS 1IG HH XDA X, Zero-Shot
prompting FiELIZERARD, HENEL- TSI EEL
TREEE R EAREL L, BIIEREB X OGN —BE 0
HTENEMEEEZRLTED, EE» OMGENIIEE
DOH 7z XML ERXORER O HEA RO ARETH B 2 &
Bhhoiz.

4.3. EMRYFTE
RBREFIETHZIG HH XDAWKEOAERLHE
Zero-Shot prompting FET XML # E#ER L7255 %
EMC T 3. EFRICE D ERIN RN 2N 2
W3, ZhE D, IG D XDA I Zero-Shot prompting
FIET XML 2 EEER L 725E L AT, &) IEREGR
IGEVWKEAERTETWS Zehbh b, FHCEHOBE%
HrnKELHMELTED, IG HH XDA FiEOEMEE

MR L 7=,

X 51T, IG H Y XDA FiEiZEBF 5 Visual Evaluator

W& BEMKOZEER 31TRT. Za L&D, Visual Eval-

Input Query:

The diagram is a centralized flowchart with a primary rectangular box in the center labeled 'IPyDrawio’ in
dark blue. From this central box, there are four arrows extending in four cardinal directions. Above
'IPyDrawio', an arrow points upward to a rectangular box labeled 'Distributing' in orange. From 'Distributing’,
three arrows extend to three rectangular boxes labeled 'pip', ‘conda’, and 'npm' from left to right, all in a
lighter shade of orange. To the left of 'IPyDrawio’, an arrow points leftward to a rectangular box labeled
"User Experience' in red. From 'User Experience', three arrows point to boxes labeled 'familiarity’, 'power’,
and 'robustness', arranged vertically from top to bottom, all in a lighter shade of red. To the right of
'IPyDrawio’, an arrow points rightward to a rectangular box labeled 'Q/A" in teal. From 'Q/A', four arrows
point to boxes labeled 'acceptance testing', 'unit testing', ‘integrity testing’, and 'linting’, arranged vertically
from top to bottom, all in a lighter shade of teal. Below 'IPyDrawio’, an arrow points downward to a
rectangular box labeled ‘Interoperability’ in light blue. From ‘Interoperability’, three arrows point to boxes
labeled 'diagrams.net', ‘jupyterlab-drawio’, 'browsers', and ‘jupyterlite’, arranged in a T-shape with
‘diagrams.net' and 'browsers' to the sides and ‘jupyterlab-drawio' and 'jupyterlite' below, all in a lighter
shade of blue.

Visual Evaluator feedback text:

1. *Colors*: The reference image uses a consistent color scheme.
The 'IPyDrawio’ box should be a dark blue (#1F4E79), the
'Distributing' box should be an orange (#FFB667), the 'User
Experience' box should be ared (#FF9999), the 'Q/A’ box should be a
teal (#87CEFA), and the 'Interoperability’ box should be a light blue
(#ADDBES). The subpaths should use a lighter shade of their
respective main path colors.

2. **Layout and Positioning™: The layout of the reference image is
more organized and balanced. Move the 'Distributing’ box directly
above the 'IPyDrawio’ box and adjust the positions of ‘pip’, ‘conda’,
and 'npm' so they are evenly spaced horizontally. Similarly, move the
) ‘User Experience’ box to the left of 'IPyDrawio’ and align ‘familiarity’,
‘power’, and 'robustness' vertically below it. The 'Q/A" box should be to
the right of 'IPyDrawio’, with its subpaths aligned vertically. The
~"'Interoperability' box should be below 'IPyDrawio’, with its subpaths
— forming a T-shaped arrangement.

] N
woref] (e ) AN

2nd Generation

3: Visual Evaluator 12 & 24K D ZA4L,

uator TEMINTZT 4 — FXNy I X EAWTEEXNT
BERIERZERS Z L ICEHEISESWT WS 2 b
25, FHZ, RO+ 7Y 227 FOlLERfbk s
ENTHED, EFERICEZ 7 4 — PNy 2 X DiERZ I
FATHETEREWVWZ 3.
5. 8HDI|C

AW T, 77 7GR PEERR: LTRAL, 4K
BRIINT 274 — PNy 7 2ERL-ECRKERTY 7
L—ALV—27Thd XDA ZHRELT-. EBHERID, 1€
RFRFERE XML 2487258 B LT, £Ro%
EME X UMENEREOB S TEN I EE RT I %
R L=, F72, FCo o 7RBEEPEERL LTHVWS
CEeMEHTHMTHS e 2R L. SHROFEE L
TIE, D EZRRRESTICBIT ANEAOBHPL, LA
7T RPN L Vo BN E DX 57 B E BT
55,

BE N

[1] Jonas Belouadi, et al., “AutomaTikZ: Text-Guided
Synthesis of Scientific Vector Graphics with TikZ”
CILR. 2024.

[2] Chumeng Liang, et al., “Evaluating LLM-Generated
Diagrams as Graphs” EMNLP. 2025.
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[1] HH A %, “TikZAgent: LLMs I X 2R T XX
DHEBER, BGOSR - BfEY > RY v 4 (MIRU),
2025. (fth 3 1)
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1.IEFC®IC

BE¥E (RL) X, =—Y x> FABRE L OMEER %
WU THREYET 2P EFEO—ETHD, ury
MRS — 2 KIE 72 ¥ OB TN EA TYS. RL
T, BE»PS52 002 %E S L IITEIZFHMGL, H
MERARILT 2 XD REENTS. 2070, WM
BOFGHIT—Y = > F OGN EA T AEERE
FTH3. —HTEMRZZ T TIIHMORGHHEL <,
HIHIFRPRITHRANDIREL R ERFE L 2> TV 5.
ORI L, KEBESEEE TV (LLM) % v CHm
BA%r BEIAEAR - BIEF % Text2Reward (T2R) [1] 2342
RINTWD. ZAuT kb, HEICHRMBEREZAERTE S
—HT, ERINTRMERSH T LHFETARETH B &
FR ST, BEOMR FES R a— RORERLHE S
TEEDVDH S, Fiz, HMHBEBOEBIEICBWTARIICELS
FHfie 7 4 — F Ny Z R LTED, FHEFHFOEHSP
BICKEFE T 2 S LTREINTVA.

AW TIE, TS OFEIILT 2720, HRMEERD
HEAERB X OCHBBEERLZE L TEETE 7L —LT—
I RIBRT S, IBEFHETIE, LLM 2R L 7231 RE £
DFATAIREMEZ LR S 5 Auto Debug Module &, HEY
12 RL #5R%2 0875 % Feedback LLM ZE A 33 Z ¥ T,
ANRNZRTE U WERENBE S 0 A il & Ok E 2 HIs T
2.RL ICHT 2 RMERET & ERE

RL I2BWT, MBI — = o~ + DITEI % BUET
WML, 2 OA AN EREDS T 2 EELRELRTH 3.
Iy MIRMERAET R XA REES T 27
), WIMFEGHIRRA R AR OWERE BRI R &
BrHZ235.

2.1 AFIC & ZERENERET

—fk17% RL T, 2X270EHNZ ABBERL, HiZ
IREEANDEERHIFI S DT 12 ¥R FHIRHEY LT, IR
REATENCIE U722 €% T 5. WMEE—DHE TS
ZHNBEGED D B, £ DGAIIEROFHMIEE = #H
AEbEEMERRTHREXN S, ZOB, KiHiEHIC
S BEAMNIIRR, BRI ZWMM D & > - TR IR &
AFTHRETD. ZNOLOHREBIIHERDOAZ IXFEHOR
EMICHE RS 2720, R —Y = > D7)
Bl 2B U7 s & IR BEE0E SARRNIEIE § 2 78538
Y%, BHFIZ XA MG RL 703 Y X LD
WAEEEE 2 - EHARETH B — 1, FIFEMRIZL 5T,
Y OFHEEH % ¥ OB TR ELEHWIT 2 Z b hiE
LW, ZOfER, SEifEMoREIcE»IEL, BRLEZW
TEIDOFERSLEE DEMPEL 2D 5.
2. 21K F% . Text2Reward

T2R 1%, LLM % HWCHRE%E B8ER L, AED
T4—FRNy ZRBEUCTEBETZFETHS. K1 IIRT
X512, £ LLM 28 LT RL & 2 7 OB EETIER
52, WMBEKD 2 — FERERXE S, SRS mm
B ERWTRL 2FEEL, ZOEEHEPZ—Y 0
DIRBT|NEDB LIS, NBBT74—F N E252252,
THRMNBERE EH T 5.

T2R 1%, TERATFIRIE L TWAHmMRE 2 A8k s
ZAREMEZRLTWS. — 5T, EBEO RL XX Z7IZH#EH
T BB, AR NN O FZ T e, AR
X274 —FNv 2052 FICERT3MERDZ. 22
T, T2R ZHWVWHFRAEZITY, 2o OMEREZHS
PITT 5.
2.3FRHE 1 ERRBORITAIREM

AFETIE, LLM AT 2 SRIMBEE o I TR EEM I D
WTHERES 5. LLM 2 LT, ManiSkill2 @ PushChair-

vl 2R Y U7 B DA R R IR L, A S 7 B
ZHEEED RLBRE ETHEITT 2. FTRICZ 7 —HFAEL

BRI | S SAE

Description: Seems like violent behavio

.
Feedback: Keep the chair standing ‘

o
AR Vse e

Reward Function T

)
—> | 1 RL agent
o

RL training

def compute_reward(self, action):
# ge

AN # get states
Task & Env. >| LLM > | pose = self.agent. pose
Descriptions

return reward

1: Text2Reward
PushChair-vl

o g o Iy
ES o o o
L L L

Success Rate

e
[N}
L

0.0 e T T T T T
0 1 2 3 4 5 6
Global Step le6
LLM Reward - T2R (defensive) - T2R (aggressive)

B 2: 74— FNy 25 DENI LS RLADOFE

7235 EE, YEBEBE AT RTREC HIE L, iz IcoREe
BOERETS. ZOBEEEDIRL, 10 HDETIRER
W B E SN 2 EFTHITT .

MERER LIWORT. ZOFEICED, LLM MERL
WIMBEEICIE, REROEBPRRICEELRVEEES
T 2B E TN R HBENEL L, RITAIRERBERES 3
7= DIIIEBEIOERDPBETH 5 Z e bhroiz. TD
Zeh 5, T2R TIERENBEBUE KD BFE T EITRIREME D+
MTHEINTE ST, LLM IZ X 2 ERICRLEEDTE
T2 DERTE 3.

# 1. T2R 2B 2 MBI R D FA TRl REM:
LLM | #RAEREE  SEATATRER (%)
GPT-40 36 27.8
GPT-5 38 26.3

2.4FFEAE 2 BEAHDEWIEL S RLADFTE

AHFHETIE, WMBEROBERICHWSE 7 4 —F Ny
DEVWHE X Z RL NOHEEIZOWCHET 5. GPT-52°
AR L 7= FREMBEEL (LLM Reward) 2872 % 2 DD 58T
BIEL, ZHZNTRL 2EfiT 3. — DL HE
IR OEEE BEWR T 2 RFHREIESTE (defensive) T
HYH, I —HERRY OEBGHERPNREERT 2 HME
HIRIEIEST 8t (aggressive) THD. TNHDT 4 — KNy
2 WZHRD TR BIEL, F—%& T RL 2547
L7. RL 2212l%, PushChair-vl ZFW5.

HEREEX 2 1IRT. aggressive (35T S0%FEED & 2
7 R E R LD, defensive 13F4R 0%HE TSR LT
W3, ZOREICED, 74— Xy ZhDENCX -
THE DOETPORBMN L MEEICRE R EDIET 5 2 L 23
BNz, FCHRMEEE W58 TH-TH, A
I DHIMTIC X A IBIENEDE NS R R 7 HIRP L — =
Y FOITENCKREL HET S, ZOMRIZX, T2RICBIT?
WIMEIED AR OB E ifEBI S fRIF L Twad 2 e
ZRLULTED, FFEMRICE o TRE LR F2ER
TEZLHANETHE L WIFEEREL TV,
3REFE | Auto-Text2Reward

AFZETIX, K 3 1R T &S5, HMBEE O BB
BIUHHBBER*ZELTERTE/0DD 7L —L40T—
I RIBRT 5. AFHETIX, Code Generate LLM, Auto




@

E Agent Behavior

RL Summary & Feedback

Generation Prompt

Your task:
- Write a reward function.

RL task: @

- PushChair-v1 (ManiSkill2)
- Use a dual-arm mobile robot.

- Push the chair to the marked position.
Available variables and functions:

- base_Link.pose.p: world position of the robot
- base_velocity: linear velocity of the robot

@NG

Debugging
Auto Debug
Module
OK

Code Generate
_— _—
” Stage reward
Goal: if not in_contact:

Error Log

Feedback LLM

Reward Function T

RL Log

def compute_reward(self, action):
i get states
base_xy = self.agent.base_link. pose
chair_p = self.root_Link.pose.p
chair xy = chair p[:2]

stage_reward += w_stgl * dict_chair

return reward

(o]
!..! RL agent

| RL training

|

3: 2R F 1% (Auto-Text2Reward)

Debug Module, Feedback LLM %fHA&HHE, T2R I
B 2 EREBEREB X CEERBEORLEEDEREZX 3.
3. 1 iRENRE D BBV ERY

FE LR WA OB IR0 I R 215 5 72912, IR
DFIEHENRIHEIR =LK 5. £F, OD Code Gen-
erate LLM 23, RL BB CEHEEA T AER AR Mz
mL7Tar 7 R, NREEEART 5. R, @0
Auto Debug Module IZ4E K L 7- IREMBIEBZE L, BREIC
BOWTIEHEICETAIRRTH 20MEET 5. 22T =0
A L7235, Auto Debug Module i3T5 —w 7% LLM
WCHAEL, BAEREITD 2 & TETIRELIHMER D A%
B3 5. IEFICETIRERIINBE R G o iz, D
EED RL BBEIZIED, RL ZEMT 3.

3. 2 ¥RENRIRN D HEMEIE

N DR E W BRI RIFE L v & 512, RL OfF
Ha HEHNC T % Feedback LLM 2E A3 %. RL D
FElitk, @D Feedback LLM ZH\WT RL O 21T 5.
ZZTIE, FEPO X R RINBESLESRIN ORI & D
RLU 5 —& T—Yx FDIRDENETER L= HEI{5RE]
EANE LTZIIWD, ZEREPT -V 2y VOIRZHE
WEGHTT 2. D%, HHL-RMBEE e SRR R B
2, WHBERONERTH L 74— ANy 2 2EKT 5.
INSDIMHERE 7 4 — PNy ZIZED %, DD Code
Generate LLM 2 OSRIMBER 2 £ 3 5.
4. FHESRER
BRETFEOEMEZHIES 572, WAL D EITAIHE
MY, WSO BT 2 I EE 1T S.
4.1 RENBIR D ERITAIREM

AR L 7 RN R R O AT ATREME 2 MREE S % 728, Man-
iSkill2 DX R 7 x5 e UCTHRMMEER AR 3 2. FHailif
%1 2[ARRIC, LLM 1213 GPT-5 #HWT, 10 D FETA]
HE R RN 2 A § 2 T B L =3 TR 2 31l 5.
MRER 2187, HEFERE, wIhozzxZizBwn
THIERTIE X D DR WEITRIECIA TR RE A T Bk % 2
RLTHD, Far7 FESB XU Auto Debug Module
PIRIBER D EATRIREM 2 M L X BT W3 Z ¥ DRERT
x5.

* 2 MRFIRITB T 2 MBI D EATR] HEME

ey Tk | RAERER  FEATTRER (%)
. T2R 38 26.3
PushChair-v1
Ours 14 71.4
T2R 72 13.9
OpenCabinetDoor-v1
Ours 11 90.9
T2R 75 13.3

OpenCabinetDrawer-v1
Ours 14 71.4

PushChair-v1

Success Rate

Global Step le6
- Professional Reward - T2R (defensive) = QOurs (1 feedback)
LLM Reward —— T2R (aggressive) = Ours (2 feedbacks)
B 4: 227 BRIROHR
4. 2% ENREFtOmE

AR U 7- RS O B 2 MiEE S % 72, PushChair-vl
ZHWTRL ZFEM5 5. HEMGRe LT, EMRKEO
Professional Reward, GPT-5 #34:i% L 7z LLM Reward,
T2R 12 & 5T LLM Reward Z R X OFEMIAY 72778
TIEIEL 7z T2R (defensive/aggressive), IBRFEIZL o
T n B BEEIEETT - 72 Ours (n feedback) %W 3.

BI—Y Y b O¥FBIRICET 2 X A7 BREK 4
WWRT. BEFREZ, WIhoWMBER L bEmnwa Ry
R EER LTz, £, EFHECXEBERZEDERT
T T, BIEROWMBEECE Vi 2EE & b Mg L L
TWwa. BbEXD, REFRIAMZNET, WMEKD
HEERB X CHBBEZER L2 WA 5.
5.5HDIC

ARRFZETIX, RL BT 2 MM OWEE X 12EH L
B R D BB X CEEMEIE R LE L THEBET 5 7
V=AU =2 %2RE L. T2R OFEITH L, REFHE
T, ARENERMEEI B O ETRTREME ZHIR T % Auto
Debug Module ¥, RL OfERESLTT 4 — FNw 2
2453 % Feedback LLM 28 A L7, FHHiFEERE D, {2
RFEFEMRDHRGT U 7B ORI L 1S
NTRMBER  EB L C, =—Y 2 FOMRERRE S
LZEDARETH B Z & 2R LT,

5121, RL AW =Y -0 57 3R, BIEE
WOBASTIE, 74— PNy ZAEBEEORIE, 250k
BERSHETNVEOHA L Vo BED S, FHHEMEL
SHRBE DM Z AT 5.

BE IR
[1] T. Xie, et al., “Text2Reward: Reward Shaping with Lan-
guage Models for Reinforcement Learning”, ICLR, 2024.

A=
[1] #ARE= %, "MaskDP 12 X 2 HAIFH DO~ ILF K X 4 Uk
R’ HRa Ry MERPEME#EEES, 2024
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SHEGT L HEEICES TRy F OfFE R EEE
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HESCE DAL, HEZL, 2IEAE R E OBfEERIC
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LoD, B0 BENLENEZHTL, XD AOEN%E <
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2.Vision-Language-Action (VLA) E£7J/L

VLA E70ME, HEBERE SEHRIOBRE - 222
PHEL, vRy bOIKEE (BfEiARY) 2542 LT,
B2 7Y v R E OITE R B 1T 5. ZhuckD
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Y ERBREWEE R RN T 2720, &@LUV OERR - R
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TANT 32T, HESEREEMET 2. E8ET L
(System1) #5Tld, vRy + OKEHiMAER L OIREER
WEEHOBRICE DY MLP TH®DAA, ILHRET
w3 ) 4 ZF 535 AT8) L Y584 % Action Encoder
THDAL., Zhs R - SEETALTHELNREE
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B LATEIRY 24/ T 5. Systeml X 16 27 v %
TOFEEER L, BHEEICETT 2 2L TH O REH
Hilf#ElZ AT REIC S 5.

4 I

Vision
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Diffusion
H Transformer
[m] Model
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Tokenize
ject and ~* 4-8 System2
e Instruction o

ang inst
Robot State
Action Tokens

X 1: GROOT N1 O EFLiiE

3.REFE
AHFFETIEX, GROOT N1 Z~X—2 ¥ L, Diffusion Trans-
former IZR 7 v FHREANT 2 2T, BEXLLHLE -
HETORRY MEIEREBT 5.
3.1 7y FANICHIELT- VLA ETIL
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LCEIESRE2EET 2 22T, 5K - DR Y2
BT 5.
4.1 E=HIEFE
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BATERLGETHS. hy TITHRAHKRED» - 552,
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