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1.はじめに
視覚情報と言語知識を統合したMultimodal Large Lan-

guage Model (MLLM) を用いた自動運転手法は，運転判
断の根拠を言語として表現可能な手法として注目されてい
る．MLLM の学習には，映像に対する判断とともに，そ
の判断の根拠に対応する言語キャプションを大量に用いた
学習が必要となる．既存のデータセットの言語キャプショ
ンには，道路構造や周辺物体の状態などの運転判断に関与
する外界情報が多く含まれる．しかし，運転判断に至る過
程を構成要素として明示的に表現することが経路予測精度
にどのような影響を与えるのかについては，明らかになっ
ていない．本研究では，運転判断に至る推論過程を自然言
語として明示的に付与したデータセットを構築し，各説明
要素の有無が経路予測精度に与える影響を比較する．
2.MLLMを用いた End-to-End自動運転

MLLM を用いた自動運転の代表的なアプローチとして
EMMA [1]が提案されている．EMMAは，複数のカメラで
撮影した全周囲の画像と自車両の走行履歴およびナビゲー
ション指示を自然言語で入力する．視覚情報と言語情報を
MLLM で共通の特徴表現へ変換することで，経路計画な
どの自動運転タスクを，タスク固有のプロンプトに基づき
統一的に処理可能である．しかし，このような説明可能な
自動運転を実現するためには，運転判断の根拠を明示的に
含んだデータセットが必要となる．既存の自動運転データ
セットは，知覚・運動タスクを中心に構成されており，運
転判断に至る因果関係が明示的に記述されていない課題が
ある．
3.提案手法
本研究は，運転判断に至る推論過程を 3つの説明タスク

として定義する．マルチセンサ情報を収録した nuScenes[2]
に運転判断に関する自然言語記述を付与することで，推論
過程を段階的に表現した自動運転データセットを構築する．
データセット構築のフレームワークの概要を図 1に示す．
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The ego vehicle is approaching a
T-intersection with a left-turn
lane. The navigation instruction
indicates a left turn, but a vehicle
ahead and a crossing pedestrian
require yielding. Therefore, the
correct intent is “Medium speed
and gentle left turn.”
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図 1: データセット構築のフレームワーク
道路構造の記述
　フロントカメラ画像から，交差点，車線区分，信号，自
車両位置などを言語キャプションで生成する．生成には空
間理解能力に優れる GPT-4o を用いる．
重要物体の検出および将来行動説明
　 nuScenesに収録されている画像内の各オブジェクトの
BBox，クラスラベルや属性情報を用いる．将来 3秒間の
自車両経路から半径 30m以内に存在する物体を重要物体
と定義し，道路構造の説明を補助情報として与え，これら
の重要物体の状態および将来行動を言語キャプションで生
成する．生成には Qwen2.5-VL-7B-Instruct を用いる．
自車両の運転意図の説明
　速度および軌道形状をもとに 16種類の運転意図にルール
ベースで分類する．さらに，道路構造，重要物体の将来行動
およびナビゲーション指示を根拠として，運転意図に対す

る判断理由を生成する．生成には LLaVA-Next-Video-7B
を用いる．これらの説明要素をMLLMに推論させること
で，経路予測精度の向上を図る．
4.評価実験
提案手法の有効性を検証するため，評価実験を行う．LLaVA-

Next-Video-7Bをベースモデルとし，学習率 1e-5，エポッ
ク数 5で学習を行う．比較手法として，追加学習を行わず
に推論を行わせるプロンプトチューニングをベースライン
として用いる．評価指標は経路予測における平均 L2誤差
を用いる．また，各説明要素の有無を変化させ，それらが
経路予測精度に与える影響を比較する．
4.1.定量的評価
表 1に各説明要素の有無による L2誤差を示す．結果か

ら，プロンプトチューニングのみでは，「意図説明＋経路予
測」と比較して経路予測精度が低い傾向が見られた．また，
「経路予測のみ」と比較すると，説明要素の付与により経
路予測精度が向上し，特に「意図説明＋経路予測」で顕著
な改善が確認された．これは，意図説明が意図ラベルに加
えて道路構造および重要物体の将来行動を統合した表現で
あり，経路生成に有効に作用したためと考えられる．一方，
「重要物体＋経路予測」のみの場合は，半径 30m以内の物
体を重要物体と定義しているため，経路予測に直接関与し
ない物体が含まれ，精度が低下したと考えられる．
表 1: 説明要素の有無による平均 L2 誤差の比較

提案手法 平均 L2 誤差 [m] ↓
道路構造 重要物体 意図説明 経路予測

✓ 2.45
✓ ✓ 2.29

✓ ✓ 2.49
✓ ✓ ✓ 2.37

✓ ✓ 2.26
プロンプトチューニング 4.96

4.2.定性的評価
図 2に比較結果を示す．「経路予測のみ」では，横断歩行

者が存在する状況においても直進する経路が生成されてい
る．一方，「意図説明＋経路予測」では，横断歩行者を認識
した上で「停止」という意図を選択しており，状況認識と
運転行動の因果関係が明確に表現されている．

意図説明＋経路予測経路予測のみ

Although the road structure and navigation instruction indicate going 
straight, pedestrians are crossing the crosswalk ahead, requiring the 
ego vehicle to stop for safety. Therefore, the correct intent is "Stop."

図 2: 説明要素が寄与した一例
5.おわりに
本研究では，自動運転タスクに特化したマルチタスク

データセットを構築し，有効性を検証した．その結果，説
明要素の活用により経路予測精度が向上することが判明し
た．今後は，ベースモデルの変更や異なるドメインのデー
タセットでの検証を行うとともに，交通ルールを収録した
Retrieval Augmented Generation を用いて未学習の地域
の交通ルールに対応可能な手法を目指す．
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