EF -  HHEBEHOBERNREICK 3 IILF Ry —ILEGRSE
EP22052 ik 1§ IBEHIE LT EE

1.IEFC®IC

FEWAEE £ 7L ORI LI, FHE BRSO Z R R
AL, FHEa R NOEMAREL 2> TW0W5. fRRE
Y LT, BFarvva—22HALETHEREE»ER
ThTwd. B EEOREBNRFIETH S HQNN-
Quanv[l] 1F, BFEAAAELHERT 22 FEED S
X—REEETRIBEL L, A ZIHE L R A AT RE
TH5. LhrL, B—0ETFEAAAETIX, FEHTEER
BTy MR TRBOEXICHIIAD D, B - K
B 2R E RSB T 2 Z e AREECH 2. 22 TA
EETIx, RFTH - KRR R8E AR 5 2 729012,
BT - T ORI TEH L7z MS-HQNN 228585 5.
2. HQNN-Quanv

HQNN-Quanv &, EFHEEKIC T X — 2 L& T HE%
(Parameterized Quantum Circuits; PQC) Z&A L7 F
ETH%. HQNN-Quanv DFGERK 1 12”7, AFEE,
BTFTr—bDRIRX=2EER L RELT 52T,
BRI LR oMBSTEETH S, £3, AT —
REBTIREICZYa—F L, BTEBAAAE TR
175, 20k, BTy bOREEHIEL, 2F5ET
SHE1TS. HQNN-Quanv 1%, EHABERETFEY Y ML
SETRHOFESHIIND 2720, R - KB 2R
BEFRRICHE T2 Z 2 REETH 5.

Quanvolutional
feature map

Quanvolutional Layer

Input

utput

14 x 14 0) Ra(uwr) ) 89
0) Ra(uwz) FC 8

o 1= 7o

2 2kemel  [0) {2 | é Fy(w) 5

4x4x4
Encoding Gates with trainable parameters Measurement

1: HQNN-Quanv D
.REFZE
ARBFFETIE, HQNN-Quanv 1281} 2 FEZ RS %
Multi Scale-HQNN (MS-HQNN) #4243 2. MS-HQNN
X, XAZICHEG LU ZRHEMIEEIT S 7129, PQC 2EA
LB TEAAARE L B BAAEZFICHAS DY
72FETH B, MS-HQNN ofiEz N 2 1Ry, BF8
FIABSE DERICIFHY & i LB A0A A JE ORIE 2 Rt
ETiZricky, REANEMLEXES. 25T, v
FANTA FEEREAT LT, B3 25—/ TH
HUEBEEREAT 2. 2L, RS K
MR 2 R ICHiE T & 2. ZFiIcBWTIE, HEEEK
PG ON B A E HIEAALE L BT EAIALBAH
E%éﬁhﬁﬁwﬂax—&%%ﬁmﬁa

> Quanv

Pooling
concat > +
[Padding

8x 14 x 14

Input [> Conv 8% 27 x 27
28 > 28

i
o]
¥
o

2 x 2kernel
M Quanv

concat

2: MS-HQNN D#3&E

> Conv

4. FHHEER

BRTEOEMNEERLT 2729, BHoF—&ty b
TOBFFE L O FBE KRB X OHEGRRIcSE - 7 —
ANVOHNEETOIWEBERT 2R 7ERICED, &F -
B —=ANVDFGESEITS
4.1.KEREE

AEETIX, 82T, CNN, HQNN-Quanv, LT
HBOBEAAAE T B TEE IS HHEBEICERL, v LFR
b4 FREEEHERE L2285 A (Quantum Only, Classical
Only) OFEREL KT 2. 22T, HEKED TR
DATIE, BFEB X CHBEPHMN RS R

TWAD B TDICHERTERN., 22T, SEREZOH
REEIHS T 5720, HERRFICEEB X UE D —3IL
OHHE 0 ICBERTEYRAZEREITS. TRy 78X
50, NwFH 4 X100, FEEFEIE Adam, EREE
% Cross Entropy Loss ZF\5. 7—&t vy MZDOWT

RS RE D LU EER T ld MNIST, Fashion-MNIST 3B
X O CIFAR-10, < R 2 %EE&Tl& CIFAR-10 w3,
4.2 . RERIER

FEFER A 1179, MNIST Tl&, Classical Only
BLORETEN 99.02% DI EREEZERK L7z, CNN D
KL 98.85%TH D, CNN &b 0.17 R4 >~ FAELT
W3, Fashion-MNIST TiX, Classical Only 25 91.22%®
BREAEEZZR L, REFIEZ 90.53%TH->7-. MNIST
SO MR X A7 TH % CIFAR-10 T, ETFEIZ
67.7T% DFEREE B3R L, hFEE LRIZFEE L iz o7.
HEEY, BREFEOEMEEHERL .

£ 1. HEFRICBY 258 E
Model Test acc [%
MNIST | Fashion MNIST | CIFAR-10

CNN 98.85 88.72 65.10
HQNN-Quanv | 86.49 81.07 32.53
Quantum Only 98.93 88.92 65.67
Classical Only 99.02 91.22 66.23
MS-HQNN 99.02 90.53 67.77

Rz, BEMO~< R 7 ESHER K 31TRT. ql, clid
AbF7A4 K1, q2, 2IEFRAMIA R2RBIIEFBLY
HHEERT. BTEE~RAZ LGS, HHELD bR
BETHREL, BETHEOFSHREN L BRI,
T/, AL R 1DEERENZENYRY LBICHER
THEEZETH D, FEMRRHMHOEBEEIRE XN

BRIZ, I—FVHEMDOY R 7 ERERPX 4 117
FEIMNORT 0~3 13 — A NEEEZRT. AL F1T
F, B—H—F VDI RAZICLZBERTOENKEL,
RENERFHEEMH L TWEEZ SRS, —)7, Xt
T4 F 2 TRHEEE TN L, FOEE D — 2
%ij%bfmét%xghé

80

Test acc
- 69.67 278

@
3

o
3

3971 4273

27.39 29.91

@
8

Accuracy [%]
8

N
S

0
TestAcc

3: ﬂ&ﬁégiuo)vxﬁiﬁﬁ%%

69.67 53

6491 65.78 67.3 mm—m o

53 1462.83 —

5032
€ 53, BA
493A
5 2454 4564671
30.05

30
20
10

0

1(0] q1{1] q1{2] q1[3] c1[0] c11] 1[2] c13] 42[0] 42[1] 42[2] 42[3] ©2[0] ¢2[1] ¢2[2] c2[3]

g

Accuracy [%]
5
8

TestAcc

l4 F— Z/b$1ﬁ0)7279é?ﬁ%¥

5.8Hb|C

AT, BT - HIRHMEOBENREIC X 2 < LF R
r—VERMEY LT, MS-HQNN Z4ER L7-. Lhiiszss
OFER, REFIRX, EHLRZED CIFAR-10 2BV
TETOHKFEE LR 2FEEZER L. 5%, BT
By HiEORE - HASHEDOEEIC X 3 0EREN L
SRR RO ST E1TS.
BE R

[1] Senokosov, et al. Quantum machine learning for im-
age classification. Machine Learning: Science and
Technology, 5(1):015040, March 2024.



